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Abstract: An estimate is derived for the Jacobi polynomial Cesaro summation 

kernel of arbitrary positive order. This is used to show that the supremum of the 

Cesaro summation operators is weak type (p,p) at the lower critical value of p 

and weak restricted type at the upper critical value. An immediate consequence is 

the convergence almost everywhere of the Cesaro summation operator for functions 

in Lp for the lower critical value of p. It is also shown that the supremum of 

the Cesaro summation operators is not weak type at the upper critical value and 

not strong restricted type at the lower critical value. For p not between the 

critical values the growth of the p norm of the Cesaro mean operator is 

determined. 

Key words: Jacobi polynomial series, Cesaro means, Weak type estimates, maximal 

Cesaro summation operator. 

Work supported in part by NSF grants DMS-8803493 for the first author and 

DMS-8503329 for the second. 

v i i i 



1. Introduction. The principal results of this paper concern norm estimates for 

Tf(x) = s u p l ^ ' ^ ' V * ) ! , where (r[a'®'$(t,x) is the n t h Cesaro mean of order 
n>0 n n 

6 > 0 for the Jacobi polynomial expansion with parameters a > -1 and 0 > -1 

of f(x). Let 7 = max(a,/?). At the lower critical value of p, 

max(27?2fl.i_3 » *)> w e s n o w t n a t T i s w e a k t v P e (P»P)- F o r 0 < 7 + i , at 

the upper critical value of p, / ] 1 ^ '^ we show that T is weak restricted 

type (p,p). This is also true for 0 = 7 + - provided 2 < p < OD. For 

0 > 7 + j we also show that T is strong type (OD,OD). These, of course, imply 

that T is strong type (p,p) for p between these values. We also show that at 

the lower critical value T is not strong restricted type (p,p) and at the upper 

critical value T is not weak type (p,p). 

Previous related results include the statement by Askey and Wainger on page 

483 of [3] that cr a '™' (f,x) is strong type (p,p) if p lies between the critical 

values, a > -1/2 and 0 > -1/2. Bonami and Clerc in theorem (6.4), page 255 of 

[4], showed that T is bounded for p between the critical values provided 

a = 0 > -1/2. Their statement includes the critical values, but this is clearly a 

misprint. Their proof does not include these values and Askey and Hirschman in 

theorem 4c, p. 173 of [2], show the unboundedness of T at these values. This is 

also shown in theorems (21.1) and (21.2). 

Our principal results are obtained from an accurate estimate of the Cesaro 

kernel obtained here for all 6 > 0, a > -1 and 0 > - 1 . This is derived in 

§§3-14; the estimate is stated in §14 in various forms. This estimate has many 

applications besides the weak type results mentioned above. These include new 

simple proofs of the summability theorems 9.1.3 and 9.1.4 of [13]. The summability 

Received by the editor February 15, 1991 and in revised form October 22, 1991. 
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2 SAGUN CHANILLO AND BENJAMIN MUCKENHOUPT 

results in [2], [3] and [4] are immediate consequences of theorems (1.1), (1.2) and 

(1.3) with less restriction on the parameters; they can also be proved directly from 

our kernel estimate without interpolation. Weighted norm inequalities for Cesaro 

sums of Jacobi series, including ones that cannot be proved by interpolation, can 

also be proved easily using the kernel estimates. 

The main results are proved in §§ 15-17. As usual it is easier to prove norm 

inequalities by changing the variables x and y of the Cesaro summation kernel 

to cos s and cos t and taking the function to be 0 on half the interval. 

This approach is used to obtain norm inequalities for the supremum of the Cesaro 

sum operators in §15 and §16 at the lower and upper critical values respectively. 

The final forms, theorems (1.1)—(1.3) are then proved in §17. 

In §§18-20 we derive results needed to estimate upper and lower bounds of 

the p norm of Cesaro means for p not between the critical values. These are 

used in §21 to prove that sup | | ^ a ' ^ ' (f,x)|| at the upper critical p and 
II ' ip"~ 

sup \\a^a^^ (XE>X)IL a t t n e l ° w e r critical p are unbounded functions of n. 

An obvious question remains as to whether sup ||<x|: '' (XE>X)IID *S bounded 

at the upper critical p. We conjecture that it is but observe in §21 why this 

cannot be proved from an upper bound for the kernel. 

Finally, in §22 we use the results of §§18-21 to obtain upper and lower 

bounds for sup ||^' ' (f>x)|L &r P not between the critical values. This 

improves a result of Gorlich and Markett [8] by giving upper bounds that are 

constant multiples of the lower bounds and being valid for a larger range of the 

parameters. 

Our main results are the following. 
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Theorem (1.1). If a > - 1 , /? > - 1 , 7 = max(a,/J), 0 > 0, 

p = max(l > 2 7 + ^ + 3 ) ' a > ° anc* E ( a ) i s t h e subset oi [-1,1] where 

sup I a^a'P'y (f,x)| > a} then there is a constant c, independent of f and a such 
n>0 n 

that 

f {1-xf (1+x)^ dx < ± \ | f (x ) | p ( l -x ) a ( l - fx / dx. 
JE(a) ap ^ 

Theorem (1.2). If a > - 1 , /? > - 1 , 7 = max(a,/?), 0 < 0 < 7 + 1 / 2 , 

P = 2 ^ 2 g+1 ' a > °' H c H-*1] a nd E ( a ) i s t n e subset of [-1,1] where 

sup I <7^a '^' (XTJ,X)| > a, then there is a constant c, independent of H and a, 
n>0 n n n 

such that 

f ( l - x ) a ( l + x y dx < -5- f ( l - x ^ l + x ) ^ dx. 
jE(a) â  H 

This is also true if 0 < 6 = 7 + 1/2 and 2 < p < OD. 

The following simple result completes theorem (1.2). 

Theorem (1.3). If a > - 1 , 0 > - 1 , 7 = max(a,/?), 0>O and 

9 > 7 + 1/2, then there is a constant c, independent of f, such that 

| | s up | a n
a ^^ ( f , x ) | | | < c||f(x)|| 

n>0 n * " 

where || || is the essential supremum on [-1,1]. 

The following convergence theorem is a consequence of theorem (1.1) and 

proposition 6.2, p. 95, of [14]. 
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Theorem (1.4). If a > - 1 , 0 > - 1 , 7 = max(a,/J), 0 > 0, 

p = max(l , 2 7 20+3) a n d l ^ ( x ) l P ( 1 ~ x ) a ( 1 + x ) dx < QD, then for almost every 
- 1 

x in [-1,1], l i m <r( a '# ' t f(f ,x) = f(x). 
n->ro 

Given our estimate of the kernel, the proofs of theorems (1.1), (1.2) and (1.3) 

in §§15-17 are straightforward, being based primarily on Holder's inequality and 

Hardy's inequality. An interesting extension of Holder's inequality, lemma (16.5) is 

needed to prove theorem (1.2); this lemma is valid when the functions are powers of 

x times characteristic functions. The proofs are long, however, because the 

estimate of the kernel used is a sum of eleven parts and each part is treated 

separately. 

More complicated is the derivation of the estimate for the kernel. This is 

done in §§3-14. The result is stated in theorem (14.1) and in alternate forms in 

corollaries (14.2) and (14.7). The most troublesome case for arguments (cos s, 

cos t) with 0 < t < s/2 and 1/n < s < TT/2 is treated in §§3-8. It might 

appear that a high order asymptotic formula like (2.15) could be used for this. 

This fails because essential cancellation is provided by p l a , " ' ( c o s t) for k 

between 1/s and 1/t while the error term for P£ a , ^ ' ( cos t) is larger than the 

principal term for k in this range. The procedure used is an inductive one using 

summation by parts. This is complicated for several reasons. First, the obvious 

way to sum by parts is to sum one polynomial times a suitable function of k and 

to difference the rest. This can be done but the result is no easier to estimate 

than the original. The procedure used here is to sum the product of the poly­

nomials times a suitable function of k and to difference the rest. Unfortunately, 

there is no simple closed form expression for the sum after the first summation by 

parts, so asymptotic expansions must be used. In addition, to make the induction 



CESARO SUMS OF JACOBI POLYNOMIALS 5 

work the sum has to be re-expressed using an identity that leads to more terms 

and another asymptotic expansion. High order asymptotic expansions are needed to 

obtain error terms small enough that suitable estimates can be obtained without 

using cancellation. The basic summation by parts procedure is contained in §6. 

Another complication of the estimation for 0 < t < s/2 and 1/n < s < 7r/2 

is that the summation by parts procedure reduces the order of summation 6 in 

some terms and introduces negative powers of k+1 in others. Consequently, the 

starting point for the induction consists of two parts: one for sums with large 

negative powers of k+1 given in §3 and the other for sums with -1 < 6 < 0 

given in §5. The estimation in §3 is a straightforward estimation of a sum of 

absolute values, but in §5 the cancellation of terms is still essential and requires 

another summation by parts result proved in §4. The induction argument is given 

in §7; this produces a general result which is used to obtain the Cesaro sum 

estimate for this case in §8. 

The case |s- t | > a > 0 is treated in §§9-12. this is again an inductive 

proof using summation by parts but simpler than §§3-8. This case is needed for 

the last estimate in theorem (14.1) as well as filling in the case 7r/2 < s < 37r/4 

in the second estimate. 

For s/2 < t < s-2/n an asymptotic formula (2.15) of Darboux is used. This 

is done in §13. The proof of theorem (14.1) is completed in §14 by proving the 

estimate for a few simple cases. The alternate statements, corollaries (14.2) and 

(14.7) are also proved there. 

For readers familiar with a result of Gilbert, theorem 1, p. 497 of [7], the 

method used here to prove theorems (1.1)—(1.3) may appear unnecessarily 

complicated. Gilbert's result produces weak and strong type norm inequalities for 
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operators associated with various orthogonal expansions from the same norm 

inequality for the corresponding operator for trigonometric expansions. His proof is 

based on the fact that an easily obtained estimate K(x,y) of the difference of the 

kernels of the two operators has the property that Tf(x) = K(x,y)f(y)dy is 

strong type (p,p) for 1 < p < ao on [-7r,x] with weight function 1. This does 

not work here, however, because, as shown at the ends of §§15 and 16, Tf is not 

a weak type operator for the weight functions and values of p used. 

The upper bounds for sup H^ ' ' (f>x)|L in §18 are also a 
II lip 

straightforward derivation from the kernel estimate of theorem (14.1). The lemmas 

in §§19-20 are modification of results in [2] and the proofs are similar to those in 

[2]. The theorems in §§21-22 follow easily from the rest of the paper. 

2. Facts and definitions. For a and (3 real and n a nonnegative 

integer 

m=0 

is the usual Jacobi polynomial. Define 

(2.1) ^a'̂ (s) = t ^M^t cos s)(sin s/2) a + 1 / 2 (cos s / 2 ) ^ 1 / 2 

where 
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For a > - 1 , /? > - 1 , the functions tyj®' '(s) are orthonormal on [0,7r] by 

(4.3.3) of [13]. Given a nonnegative integer J and a fixed integer d, the definition 

(2.2) shows that there are real numbers c , 1 < j < J, independent of n such 

that for n > max(0, - d ) 

J - l 
(2.3) ilk® " I c j(n+l)^1/2| < Cj(n+1)-J+l/2. 

j=0 

From (4.1.3) of [13] we have 

(2.4) PJia,/?)(-x) = H ) n P<A a ) (x) . 

From theorem 7.32.2 of [13] and (2.4) it follows that if d is a fixed integer, a 

and 0 are fixed real numbers and n > max(0,-d), then 

(2.5) | P ( j / ) ( x ) | < c E ( ^ ) ( x ) , 

where c is independent of n and x and 

r(n+i)Q 

(2.6) >(«,/*), (x) = 

N - 2 l - ( n + l ) * < x < 1 

( n + 1 ) - l / 2 ( 1 _ x ) - a / 2 - l / 4 o < x < l - ( n + l ) - 2 

( n + i r 1 / 2 ( l + x ) ~ / ? / 2 " 1 / 4 - l + ( n + l ) - 2 < x < 0 

l(n+l)A -1 < x < - l + ( n + l ) ~ 

For a > - 1 , /3 > - 1 , the estimates of (2.5)-{2.6) can also be written in the form 
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cKn+lJx]0 *1 / 2 0 < x < l / ( n + l ) 

(2-7) l * n j / } W I < c l / ( n + l ) < x < *-l / (n+l) 

c [ (n+l ) (^-x) ]^ + 1 / 2 T - l / (n+ l ) < x < 7T 

Given a,/?,7 and 8 greater than -1 , k, u, v and J integers, J > 2 

and x and y, we define 

(2-8) Qk(x>y) = ?^t3[P( a^) ( x ) P ( 7,^)(y) _ p ( t f w & H M ] . 

Then by (3.7) of [9], we have 

f29) p ( a > % * ( ^ M - Q k ( *' y ) -Qk-l( x-y) , A k + B k 
t2-9) Pk+u WP k+v W ~ (k+l)(x-y) + ^E=y- • 

where A, is a sum of terms of the form 

(210) T^yi p^wpUv^) 
with U = u or u-1, V = v or v-1, 2 < j < J-l and a,b and c 

independent of n,x and y and 

(2.11) |B k | < c(k+l)-J EJ>>%) E^'fyy). 

By (6.9)-(6.11) of [9], Qk(x,y) equals the sum of 

( 2 1 2 ) - (2k + 3^2kH-a^ + 2u+ 2) p £ « + 1 . 0 ( x ) P ( 7 > \ ) ( 1 - x ) , 

(213) ( 2 k + 3 l } ^ : Z t ) + 2 V + 2 ) ^ W P [ ^ U V ) ( l - y ) 

and 
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(2.14) 2k+3 a __ 7 
k+u+1 k+v+1 'ilinwil;%). 

We will need an asymptotic formula of Darboux, (39) p. 44 of [6] in the 

following form. There are functions u.(x), 1 < i < 4, independent of n and 

analytic on [0,7r] and a constant c, independent of n and x such that 

(2.15) ^ ( ^ ( ^ - [ u ^ ^ + ^ — l c o s n x - ^ W + J J i ^ c o s t n x 

< 
[n s inxj 

We will need the summation by parts formula 

(2.16) 
n n—1 

I a k A b k = a n b n + r ambm " 5 b k + l A a k > 
k=m k=m 

where Ac, = c, , , -c , and the following lemma proved by taking 
n 

b k = I " c k i n(2-16). 

Lemma (2.17). If a, is nonnegative and increasing and m < n, then 

n 

i 
k=m 

akck < a max 
m< j<n k=j 

J h The n orthonormalized Cesaro kernel of order 0 is defined by 

(2.18) 
An k=0 

where A* = (n +*) for n > 0 and 6 > - 1 . In particular A * = 0 for 
n v n ' - - r n 
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—1 9 n > 0 and An = 1. We will use the fact that A > 0 for n > 0 and u n -
9 > - 1 . For fixed 9 > - 1 , the sequence A is monotone in n, increasing if 

9 > 0 and decreasing if 9 < 0. For all 9 we have 

(2.19) A; < c(n+l)° 

with c independent of n, and for 9 > -1 we have 

(2.20) (n+1)^ < c A^ 

with c independent of n. Also needed is 

(2.21) Af - Af.x = A ^ 1 

and the summed version of (2.21) 

n 
9 _ A 0+1 ( 2 2 2) I K = An 

k=0 

By (4.5.2) of [13] we have 

«(.,!)»( « ^ 

where 

(2.24) o<8,t) = (sin s/2 sin t /2) a + 1 / 2(cos s/2 cos t / 2 ) ^ 1 / 2 , 

for any J > 0 
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-1 
(2.25) u[a^ = 2 + J djfn+ljJ + 0((n+l)"J) 

j= l -J 

with d- independent of n, x = cos s, y = cos t and Q as defined in (2.8) 

with 7 = a, 6 — 0 and u = v = 0. Using (2.16) with a, = A , and 

bk = K [ ^ ' ° ( s , t ) , we see that 

(2.26) K ( ^ % , t ) = ^ I Ag K ^ ° ( B > t ) . 
An k=0 

Although most of our estimates and proofs will use K^ a ' ^ 5 (s,t) we will 

make some use of the basic Cesaro kernel 

(227) L ( ^ ' i y ) - - 4 y V k p k w p k (y) 
( } n ( , y ) " ^ k£0 i ; p ^ ( t ) 2 ( i - t ) ^ ( i ^ d t • 

With this definition the n Cesaro mean of f, 

(2.28) ^ ' ' ( W = | V y ) L n ^ ) ^ ( x , y ) ( i - y ) a ( i + y ) / 3 dy, 
- l 

and by (4.3.3) of [13] we have the equality 

(2.29) L^a'Pj'*(cos s ,cos t ) = £TT7O irrno 
n [sin(s/2)sin(t/2) ] ^ 1 ' 2 [a>s(s /2 )cos ( t /2 ) r + 1 ' 2 

The following conventions will be used. Norms will be on [-1,1] and 

weighted so that for 1 < p < QD 
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(2.30) | | f | | p = [\ | f ( x ) | P ( l - x ) a ( l + x / d x ] ' 
|1/P 

^ x j l ^ l - x j ^ l + x ) ^ dx 

~-l 

and the weak norm 

( 2 - 3 1 ) IMIp,. sup ap f ( l -x) a ( l+x)^ dxl P , 
r>0 JF,(n\ J a>0 JE(a) 

where E(a) is the subset of [-1,1] where |f(x)| > a. The function XT?(X) is 

the function equal to 1 if x 6 E and 0 if x j( E. The letter c is used for 

positive constants not necessarily the same at each occurrence. For p satisfying 

1 < p < i , p ' = p/(p-l). An expression of the form [x] will denote the greatest 

integer less than or equal to x when the brackets have no other function. 

3. An absolute value estimate for 3(l-y) < 2(l-x). This section consists of 

the proof of lemma (3.1). This lemma is used to estimate error terms in the proofs 

of §§4, 5 and 7. 

Lemma (3.1) If a,/?, 7 and S are greater than - 1 , 0 < 3(l-y) < 

2(l-x) < 2, M = [(1-x)"1/2], n is an integer, n > M, 6 > - 1 , b > 0, t < 0 and 

t < 2b-7-l/2, then 

(3.2) ( l -y) b I ( k + t f A ^ EJ>'#(x) E^%) < c n V x ^ + T + t + l ) ^ 
k=M 

where c is independent of x, y and n. 

To prove this if n < 2M, observe that in this case (2.6) implies 

E ( a ' ^ (x ) < c M a and E ( 7 , ( 5 ) (V) < C M 7 for M < k < n. Therefore, the left 



CESARO SUMS OF JACOBI POLYNOMIALS 13 

side of (3.2) has the bound 

c ( l - y ) b ( M + l ) t + ^ J An*_k. 
k=M 

By (2.19) we get the bound c ( l - y ) b ( M + l ) t + Q + 7 + t f + 1 . Since 0 < 1-x < 1, the 

definition of M shows that 

(3.3) (M+l)/2 < (1-x)"1/2 < M+l. 

From this we see that c ( M + l ) t + a + 7 + t f + 1 ( l - y ) b is bounded by the right side of 

(3.2). 

To prove lemma (3.1) for n > 2M, let N = min([n/2], [(1-y)""1/2]) and 

write the left side of (3.2) as the sum of 

N 
(3-4) ( l -y) b I (k+1)* A ^ k E ^ / 3 ) ( x ) E ( 7 ^ ( y ) , 

k=M 

[ n / 2 ] 
(3.5) ( l -y) b I (k+1)* A ^ k E ( ^ ) ( x ) E [ 7 ^ ) ( y ) , 

k=N+l 

and 

(3.6) (l-y)b J (k+1)4 A*_kEJ>%)E<>'%), 
k=l+[n/2] 

To estimate (3.4), use (2.6), (2.19) and the fact that (1-y) < N to get the 

bound 

k=M 
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Since t+7-2b-l/2 < - 1 , this has the bound 

c n * ( l - x r a / 2 - 1 / 4 M t + ^ 2 b + 1 / 2 . 

By (3.3) we see that this is bounded by the right side of (3.2). 

To estimate (3.5), note first that it contains no terms if [n/2] = N; we may 

assume, therefore, that 

(3.7) N = [(l-y) '1 /2] < [n/2]. 

Now use (2.6) and (2.19) to show that (3.5) is bounded by 

(3.8) c n V - x r a / 2 - 1 / 4 ( l - y ) b " 7 / 2 - 1 / 4 ^ (k+1)1-1. 
k=N+l 

Since t < 0, the sum has the bound c(N+2) . By (3.7) and the fact that 

0 < (1-y) < 1, we have 

(l-y)~"1/2 < N+2 < 3(l-y)"1 /2 . 

Therefore, (3.8) is bounded by 

(3.9) c n ^_ x ) - a /2 - l / 4 ( 1 _ y ) b- (7+ t+ l /2 ) /2 

Finally, since the exponent of (1-y) is positive, we can replace (1-y) by (1-x). 

This produces the estimate for (3.5). 

For (3.6) we use (2.6) to get 

c ( n + l ) t - 1 / 2 ( l - x r a / 2 - 1 / 4 ( l - y ) b
 E M ( y ) J A*_k . 

k=[n/2]+l 
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By (2.22) and (2.19), this is bounded by 

(3.10) c ( n + l ) t + ^ 1 / 2 ( l - x ) - a / 2 " 1 / 4 ( l - y ) b E ^ ^ ) ( y ) . 

If (1-y)"1/2 > n, then (3.10) is bounded by 

c ( n + l ) ^ t + ^ 2 b + 1 / 2 ( l - x r t t / 2 - 1 / 4 

Since t+7~2b+l/2 < 0 and n+1 > (1-x) - ' , we can replace 
( n + l ) t + ^ 2 b + 1 / 2 by (l_x)b"(t+7+l/2)/2 a n d g e t ^ r i g h t g i d e Q{ ( 3 2 ) I f 

(1-y)"1 /2 < n, then (3.10) is 

c ( n + l ) t + ^ ( l - x ) - a / 2 - 1 / 4 ( l - y ) b ^ / 2 - 1 / 4 

Since t < 0, we can replace (n+1) by (l-y)~ ' . This gives (3.9), and, as 

shown when estimating (3.5), we have (3.9) bounded by the right side of (3.1). 

This completes the proof of lemma (3.1). 

4. A basic estimate for 3(l-y) < 2(l-x). To obtain Cesaro sum estimates, 

we will first need a fact about sums of products of polynomials. This is contained 

in lemma (4.1); the rest of this section is the proof of this lemma. 

Lemma (4.1). If a, /?, 7 and 5 are greater than - 1 , 

0 < 3(l-y) < 2(l~x) < 2, j , n, u and v are integers, t is real and 

l/(2>/I:^c) < j < n, then 

k=j 
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has the bound 

(4.3) c ( l - x ) - " / 2 - 3 / 4 max (M)^/2^%)9 
j<k<n 

where c is independent of j , n, x and y. 

To prove this, use (2.9) with J = 2 to show that (4.2) is bounded by the 

sum of 

(4.4) I - 5 ^ - ^ (k+1)1 1 

k=j 

and 

(4.5) c I - 5 _ _ k ( k + 1 ) t 2 

k=j 

To estimate (4.5), use (2.6) and the fact that 

(4.6) y-x = (1-x) - (1-y) > (l-x)/3 

to get the bound 

c ( 1_x )-"/2-5/4 J ( k + 1 ) t -5 /2E (>,*) ( y ) . 

k=j 

This is bounded by 

c ( 1 _ x ) - « / 2 - 5 / 4 r m a x ( k + 1 ) t - i / 2 E ( 7 , 5 ) ( y ) | y ( k + 1 ) - 2 . 
Lj<k<n J ^ . 

Since 1/j < 2/L-x } the sum is less than Cy/T-x. and we get the bound (4.3). 

To estimate (4.4), use (2.16) to show that (4.4) is bounded by the sum of 

(4.7) ^ n + l ) t - 1 | Q n ( x , y ) | + ^ j + l ) t - 1 | Q . _ 1 ( x , y ) | 
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and 

n - 1 
(4-8) ^ | I Qk(x,y)A(k+l)t-1|. 

k=j 

To estimate (4.7) and (4.8) we shall use the fact that Q, (x,y) is the sum of 

(2.12)-(2.14). For k > l/(2yT=oc) , the quantity (2.12) equals 

(4.9) c ( l - x ) ( k + l ) p ( j + ^ W < > ^ ( y ) + O ^ V r V w ] , 

and the absolute value of (2.12) is bounded by 

(4.10) c ( l - x ) - a / 2 + 1 / 4 (k+ l ) 1 / 2 E(T^(y ) . 

The absolute value of the sum of (2.13) and (2.14) is bounded by 

(4.11) c ( k + l ) 1 / 2 ( l - x ) - a / 2 - 1 / 4 ( l - y ) E ( ^ 1 ^ ) ( y ) + c ( k + l ) - 1 / 2 ( l - x ) - a / 2 - 1 / 4 E ( 7 ^ ( y ) . 

From (2.6) it follows that 

(4.12) EJ>+1'*)(y) < - L . E^%). 

Using this and the inequalities <JT-y < fi-x. and (k+l)~~ < y^-^, we see that 

(4.11) also has the bound (4.10). Therefore, 

(4.13) |Qk(x,y)| < c ( l -x ) - a / 2 + 1 / 4 (k+ l ) 1 / 2 E( 7 , 5 ) (y ) -

Using (4.6) and (4.13) in (4.7) immediately gives the estimate (4.3). For (4.8) 

we consider the cases j > l/vT-y and n < l/v^-y ; the case j < l/y/T-y < n 

then follows by adding the estimate for the sum from j to [l/^l-y ] to the 

estimate for the sum from [1/^1-y ] + 1 to n. 
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For the case j > l/y/T-y , we use (4.6), (4.13) and (2.6) to show that (4.8) is 

bounded by 

c n I ( l - x r Q / 2 - 3 / 4 ( l - y ) ^ / 2 - 1 / 4 A ( k + l ) t - 1 . 

k=j 

This has the bound 

c ( 1 _ x r / 2 - 3 / 4 ( 1 _ y ) - 7 / 2 - l / 4 j ( n + 1 ) t - l + ( j + 1 ) t - l J 

and by (2.6) this is bounded by (4.3). 

To estimate (4.8) for n < l / / t -y , consider first the case 7+t ^ 1/2. For 

this use (4.6) and (4.13) in (4.8); then use (2.6) and the fact that 

|A(k+l ) t _ 1 | < c (k+l ) t - 2 to get 

c
nj ( i -xr^ /Vi f^ 3 / 2 

By (2.6) this is bounded by (4.3). Finally, to estimate (4.8) if n < 1/vT^ and 

7+t = 1/2, use (2.6) and the fact that 1-y < (k+l)~2 to show that (4.11) has 

the bound 

cdc+ir^a-xr*/2-1/4. 

Since the error term in (4.9) also has this bound, we see, using (4.6), that (4.8) is 

bounded by the sum of 

(4.14) c I I P ^ + 1 ^ ( x ) p [ ^ / ) ( y ) ( k + l ) A ( k + l ) t - 1 | 
k=j 

and 
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(4.i5) c i ( k + i ^ - s / V x ) - ^ 2 " 5 / 4 . 
k=j 

For (4.14), write A(k+l) t _ 1 = c(k+l) t _ 2 + 0((k+l) t _ 3) . This shows that (4.14) 

is bounded by the sum of 

(4.i6) c| I (k+if-hi^{xyp^%)\ 

and (4.15). Since 7+t- l = -1/2 f 1/2, the case already proved shows that (4.16) 

is bounded by 

c ( l - x ) - a / 2 - 5 / 4 max (k+l ) t - 3 / 2 (k+l )T 
j<k<n 

Since 7+t-3/2 = - 1 , the maximum occurs at k = j and the estimate is 

(4.17) c ( l - x ) - a / 2 - 5 / 4 ( j + l ) t + ^ 3 / 2 , 

Since (l-x)~ ' < j+1 we have the bound 

c ( 1 _ x ) - a / 2 - 3 / 4 ( j + 1 ) t + ? - l / 2 

which is bounded by (4.3). For (4.15) the exponent of k+1 is -2, and we again 

get (4.17). Therefore (4.15) also is bounded by (4.3). This completes the proof of 

lemma (4.1). 
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5. A kernel estimate for 3(l-v) < 2(l-x) and -1 < 6 < 0. We state and 

prove here Lemma (5.1) which is an estimate for a restricted range of 6. This 

lemma is the basis of the inductive argument in §7 that removes the restriction 

6 < 0. 

Lemma (5.1). If a, /5, 7 and 6 are greater than - 1 , 

0 < 3(l-y) < 2(l-x) < 2, M = [(1-x)"1/2], n, u and v are integers, M < n, 

t < 1 and -1 < 6 < 0, then 

(«) I I ( ^ <-AlfwilvS)(y)\ 
k=M 

has the bound 
(5.3) c n ^ ( l - x ) - ( Q + ^ t + 1 ) / 2 + ^ l - x ^ ^ + ^ ^ ^ / ^ m i ^ n X l - y ) - 1 / 2 ) ] ^ ^ 1 / 2 , 

where c is independent of n, x and y. 

It should be noted that in lemma (5.1) the same proofs can be used if 

t > 1; in this case if n > (l-y)~ ' the second term in (5.3) must be replaced 

by 

c n t - 1 ( l - x ) ^ a + ^ 3 / 2 ) ( l - y ) - ( ^ 1 / 2 ) / 2 

We will, however, only need an estimate of (5.2) for t < 1. 

To prove lemma (5.1) if n < 2M, replace p j ^ ^ ( x ) and PJ^y^(y) by 

^ ix) and EJ^' ^(y) respectively. The estimation is then completed in the 

same way as the case n < 2M was done in the proof of lemma (3.1). We will, 

therefore, assume that n > 2M. The proof consists of estimating separately 



CESARO SUMS OF JACOBI POLYNOMIALS 

(5.4) 

(5.5) 

and 

(5.6) 

k=M 

n-M 

k = [ n / 2 ] + l 

k=n-M+l 

To estimate (5.4), use the fact that A , is an increasing function of k 

lemma (2.17) and (2.19) to get the bound 

[n/2] 
en* ma* I J (k+1)' p( J ^ x J P ^ y ) 

; n ^ ( 1_ x ) -a /2-3/4 m a x ( k + 1 ) t - l / 2 E (7 ,^) ( y ) . 
M<k<n 

By lemma (4.1) this is bounded by 

yb.lj ^ II ^J- - •* •) AJ.ia.JV ^ f t T i j J-̂ T_ 

Now since 0 < 3(l-y) < 2, we have 1/3 < y < 1, and by (2.6) 

(5.8) E^>%) = ( k + l ) - 1 / 2 m i n ( k + l , ( l - y ) - 1 / 2 ) ^ 1 / 2 . 

Therefore, (5.7) equals 

(5.9) c n V x ) - a / 2 - 3 / 4 max ( k + l ^ m i ^ k + l ^ l - y ) - 1 / 2 ) ^ 1 / 2 . 
M<k<n 

Since t < 1, we also have 
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(5.10) (k+ l ) t _ 1 < m i ^ k + l ^ l - y ) - 1 / 2 ) ^ 1 ; 

therefore (5.9) has the bound 

(5.11) cnV-xra/2"3/4 max mi^+Ul-yy1'2)^-1/2. 
M<k<n 

Now min(k+l,(l-y)~ ' ) as a function of k on [M,n] achieves its maximum 

value at k = n and its minimum at k = M. Consequently, the maximum of 

m i ^ k + l ^ l - y r 1 / 2 ) 7 * 1 " 1 / 2 for k in [M,n] occurs at either k = M or 

k = n. If the maximum occurs at k = n, then use the fact that 0 < 0 and 

n > (1-x)"1/2 to see that n^ < (1-x)"^2 . This shows that (5.11) is bounded by 

the second term of (5.3). If the maximum occurs at k = M, then since 

M+l < 2(l-x)"1 /2 < 2(l-y)"1 /2 , we can replace mintM+l^l-y)"1 /2) by M+l 

and by (3.3) we can replace M-hl with (l-x)~ ' . This shows that (5.11) is 

bounded by the first term of (5.3) in this case and completes the proof that (5.4) is 

bounded by (5.3). 

To estimate (5.5), again use the fact that A , is an increasing function of 

k with lemma (2.17) and then use (2.19) to get the bound 

CM* max I J (k+1)1 P ^ ( x ) P ^ ^ ( y ) 
n /2< j<n -M' k l . k + u K + v 

By lemma (4.1) and (3.3) this is bounded by 

c M V x r a / 2 _ 3 / 4 max (k+l ) 1 " 1 / 2 E & ' f y y ) . 
n/2<k<n K + v 
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Using (5.8) and then (5.10) produces the bound 

cM*( l -oc r a / 2 - 3 / 4 max min(k + l , ( l - y r 1 / 2 ) 7+t - l /2 
n/2<k<n 

Now replace k+1 by n and use (3.3) to replace M by (l-x)~ ' . This 

produces the second term in (5.3) and completes the estimation of (5.5). 

For (5.6) use (2.5) and the fact that A , > 0 to get the estimate 

c n t - l / 2 ( 1 . x ) - Q / 2 - l / 4 E ( 7 , i ) ( y ) j A ^ 

k=n-M 

Now use (2.22) followed by (2.19) and (3.3) to get the bound 

c ( 1_x )-(a+*+3/2)/2n t-l /2E(7 )<5) ( y ) 

Using (5.8) to replace E ^ ' '(y) and then (5.10) shows that this is bounded by 

the second term in (5.3). This completes the proof of lemma (5.1). 

6. A reduction lemma. The estimate in §7 is proved by induction using 

summation by parts. This reduction procedure is based on the following lemma. 

Lemma (6.1). If a > - 1 , /? > - 1 , 7 > - 1 , 6 > - 1 , 9 > 0, t is real, 

-1 < x < 1, -1 < y < 1, J, m, n, u and v are integers, 0 < m < n and J > 2, 

then 

k=m 
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can be written as the sum of 

t-1 K6 W— -. ix^nm-f ij 
(6.3) 

Qm_1(x,y)(m+ i) t-1 An»_m 

y - x 

a term with absolute value bounded by 

^+1-J 

k=m 

and terms of the form 

n ' 

("> «l ^^ *M^^») 

\a/j___\b 
"y 

(6.5) (Ax+By+c)(^H.yu i (k+D^ ^:_k?i^%)Pii'y',%), 
k=m 

where n' = n or n' = n-1, |u'-u| < 1, |v ' -v | < 1, the numbers A, B and 

C are independent of m, n, x and y, i is an integer and a, b, a\ 7', 0' 

and i have a set of values shown on a line of the following table: 

a 
1 
0 
0 
1 
0 
0 

b 
0 
1 
0 
0 
1 
0 

B' 
6-1 
0-1 
9-1 
0 
0 
0 

a' 
a+1 
a 
a 

a+1 
a 
a 

7' 
7 

7+1 
7 
7 

7+1 
7 

2-J < i < 0 
2-J < i < 0 
2-J < i < -1 
2-J < i < -1 
2-J < i < -1 
2-J < i < -2 
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To prove this use (2.9) with the J of the hypotheses in (6.2) to show that 

(6.2) is the sum of 

n ( k + l ^ A * , 
(6-6) J x . y

 n"k[Qk(x?y)-Qk^(x}y)] 
k=m 

k=m 

and 

S (k+l)*A* , 

k=m 

The terms in (6.7) have the form (6.5) with values from the sixth line of the table 

if 2 < j < J-2 and have absolute value bounded by (6.4) if j = J-1 . The terms 

in (6.8) also have absolute value bounded by (6.4). To complete the proof we will 

show that (6.6) equals (6.3) plus terms of the form (6.5) and terms majorized by 

(6.4). 

To estimate (6.6) we will apply (2.16) with afc = (k+l) t _ 1A^_k and 

r̂ k = Qjc_1(x,y). This and (2.21) show that (6.6) equals the sum of 

( n + l ) t - 1 Q n ( x , y ) A ; (m+ l ) t - 1Af_mQm_ 1(x,y) 
( 6 9 ) T^ T^y ' 

, x
 n 7 l Qk(x,y)(k+i)t-1 A £ * 

(6.10) Z x - y 
k=m 

and 
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Q k ( x ' y ) m_,^ t - i n .^t-w 
n - 1 

(6-H) - I ^ ^ [ ( k + 2 ) t - M k + l ) t - 1 ] A ^ _ k _ 1 
k=m 

0 9—1 
The second part of (6.9) is (6.3). For the first part use the fact that A0 = AT~ 
and combine it with (6.10) to get 

(6.12) I -JE _ _ 2J<. 
k=m 

Now replace Q, (x,y) by the sum of (2.12)-(2.14). The coefficients in (2.12) and 
1 

(2.13) can be written in the form £ d.(k+l)J + 0((k+l)2~ J) , and the 
j=3-J 

0 
coefficient in (2.14) can be written in the form J d.(k+l)J + 0((k+l) 2" J) . 

j=3-J 
The principal term resulting from (2.12) has the form (6.5) with values from the 

first line of the table. From (2.13) we get (6.5) with values from the second line 

of the table while (2.14) produces the third line. The error term resulting from 

(2.12) is bounded by 

(6.13) ^ J ( k + l ) t + 1 - J E ( a + 1 ^ ( X ) E ^ ^ ) ( y ) A n ^ . 
k=m 

Now for k < n and 0 > 0 we have 0 < A^~£ < A^_k> This and (4.12) show 

that (6.13) is bounded by (6.4). Similarly, the error term resulting from (2.13) has 

the bound 

^ J (k+ l ) t + 1 - JE(^) ( x)E(^M) ( y ) A M . 
k=m 
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the reasoning used on (6.13) shows this also has the bound (6.4). Finally, the error 

term resulting from (2.14) has the bound 

^ l <k+i>'+1-J4*»ME^ (y )A£ 
k=m 

which is also bounded by (6.4). 

To estimate (6.11), again replace Qk(x,y) by the sum of (2.12)-(2.14). The 

product of the coefficients of (2.12) or (2.13) with (k+2)t~~1 - (k+l )*" 1 can be 

written in the form 

—1 
I dj(k+l) t+j + 0((k+l) t + 1- J); 

j=2-J 

the product of the coefficient of (2.14) with (k+2) ~ - (k+1) ~ can be written 

in the form 

- 2 
(6.14) I d j tk+ l )^ + 0 ( ( k + l ) t + W ) . 

j=2-J 

The resulting principal terms have the form (6.5) with values from lines 4, 5 and 6 

of the table. The error terms are easily seen to have the bound (6.4) by using 

(4.12). 
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7. A kernel estimate for 3(l-y) < 2(l-x) and 9 > - 1 . This section contains 

the inductive argument that extends the result of §5 to 9 > 0. The lemma to be 

proved is the following. 

Lemma (7.1). If a, /?, 7 and 6 are greater than - 1 , 

0 < 3(l-y) < 2(l-x) < 2, M = [(1-x)"1 '2], n, u and v are integers, M < n, 

t < 1 and 9 > - 1 , then (5.2) has the bound (5.3) with C independent of n, x 

and y. 

The note immediately after the statement of lemma (5.1) about an estimate 

for (5.2) if t > 1 is also valid here. As in §5, this case will not be considered. 

To prove lemma (7.1), we will show that if b > 0, a is real and the 

hypotheses of lemma (7.1) are satisfied, then 

(7.2) ( l -x) a( l -y) b | I (k+1)* ^ P ^ x J P ^ y ) ! 
k=M 

is bounded by the sum of 

(7.3) c n V x ) a + M " + 7 + t + l ) / 2 

and 

(7.4) ^ l - x ^ ^ ^ ^ ^ / ^ l - y ^ m i ^ n X l - y r 1 / 2 ) ] 7 ^ " 1 / 2 

with c independent of n, x and y. This is sufficient since taking a = b = 0 

gives the conclusion of lemma (7.1). 

To prove that (7.2) is bounded by the sum of (7.3) and (7.4), let 

T = T(t,7,b) = max([t],[t+7-2b+l/2]) and U = U(0) = [0\. We will first prove 

the result if T < -1 or U < - 1 . If T < - 1 , then t < 0 and 
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t + 7 - 2 b -f 1/2 < 0. Lemma (3.1) can be applied to show that (7.2) is bounded by 

(7.3). If U < - 1 , then 9 < 0 and by hypothesis 9 > - 1 . The desired estimate 

for (7.2) then follows from lemma (5.1) and the fact that (1-y) < (1-x) . 

For the proof when T > 0 and U > 0, define K = K(t,7,b,0) = 

T(t,7,b)+U(0). The estimation of (7.2) will be done by induction on K. If 

K < - 1 , then either T < -1 or U < -1 and the inequality has been proved. 

Therefore, assume that (7.2) is bounded by the sum of (7.3) and (7.4) if 

K(t,7,b,0) < I where I is an integer and I > - 1 , and fix t, 7, 0 and 9 such 

that K(t,7,b,0) = I-fl. If T < -1 or U < - 1 , we are done. Therefore, assume 

that T > 0 and U > 0. We will now apply lemma (6.1) to (7.2) with 

J = max(3,[t+7+5/2]). Note that since 3(l-y) < 2(l-x), we have (4.6) and 

l/(y-x) can be replaced by 3/(l-x) in the estimate produced by lemma (6.1). 

The result is that (7.2) is bounded by the sum of 

(7.5) c( l-x) a -1( l-y)b(M+l) t- 1A^_M | Q ^ C x . y ) |, 

(7.6) c ( l - * r 1 ( l - y ) b I ( k + l ) 1 " ^ 1 A f _ k E < > A x ) E ( ^ ( y ) 
k=M 

and terms of the form 

(7.7) c ( l -x ) a / ( l - y ) b / | J ( k + l ) t + U f ; _ ^ 
k=M 

where lu-u' l < 1, | v -v ' | < 1, n7 = n or n' = n-1, c is independent of x, y 

and n, j is an integer and a7, b ' , 9\ a', 7' and j have a set of values 

shown on a line in the following table: 
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a' 
a 
a-1 
a-1 
a 
a-1 
a-1 

b' 
b 
b+1 
b 
b 
b+1 
b 

9' 
e-i 
e-i 
e-i 

e 
e 
e 

a' 
a+l 
a 
a 
a+l 
a 
a 

Y 
7 
7+1 
7 
7 
7+1 
7 

j 
2-J < j < 0 
2-J < j < 0 
2-J < j < -1 
2-J < j < -1 
2-J < j < -1 
2-J < j < -2 

T' = T(t+j,7',b') 
< T 
< T 
< T-l 
< T-l 
< T-l 
< T-2 

U' = U(*') 
U-l 
U-l 
U-l 
u 
u 
u 

To estimate (7.5), use (2.19) and the assumption 9 > 0 to replace A _ , , 

by en . Then write QM_I( X > V ) a s t h e s u m °* (2.12)-(2.14) and use (2.5) to 

estimate each of the three resulting terms. This shows that (7.5) has the bound 

Use (3.3) to replace M+l by (1-x)""1/2 and the facts that b > 0 and 

1-y < 1-x to replace 1-y by 1-x. This gives (7.3) and completes the 

estimation of (7.5). 

To estimate (7.6), observe that since t+7+3/2 < [t+7+5/2] < J, and b > 0 

we have t-J+1 < 2b-7~l/2. Similarly, since t+1 < 3 < J we have 

t-J+1 < 0. We can, therefore, apply lemma (3.1); this gives the estimate 

c n 0(!_ x)a- l+b-(a+7+t-J+l+l) /2 

Since J > 3, this is bounded by (7.3). 

For the terms (7.7) note that in each case K' = T' + U ' < I, a' > - 1 , 

7' > -1 and b7 > 0. Furthermore, since U > 0, we have 9 > 0 and 

9' > - 1 . Therefore, we can use the inductive hypothesis to estimate each of these. 

Their sum is bounded by a sum of terms of the form (7.3) and (7.4) for each line 

in the table with t replaced by t+j and a, b, a, 7 and 9 replaced by a', 

b ' , a\ Y and 9' respectively. We may take j to be the largest value in the 
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line since smaller values of j produce smaller estimates. The resulting modified 

values of (7.3) are bounded by (7.3) times respectively n~ (l-x)~ ' , n~ (l-x)~ ' , 

n-^l-x)""1 /2 , 1, 1 and 1. Since n ^ l - x ) " 1 / 2 < M ' ^ l - x ) " 1 / 2 < 2, these terms 

are all bounded by (7.3). The modified versions of (7.4) are bounded by (7.4) 

times respectively l,(l-xr1/2(l-y)min(n,(l-y)*"1/2) J {l-x)~1f2[min(n,(l-y)~l/2)]~'lt 

(l-x)-1 /2[min(n,(l-y)-1/2)]-1 , ( l - x ^ l - v ) and ( l - x r ^ m i ^ n ^ l - y ) " 1 / 2 ) ] - 2 . Now 

replace min(n,(l-y)~~ ' ) by (l-y)~ ' in the second of these factors. Then 

using the facts that 0 < 1-y < 1-x and n > (1-x)"" ' shows that these factors 

are bounded by 1. Therefore, the modified versions of (7.4) are bounded by (7.4). 

This completes the proof of lemma (7.1). 

8. A Cesaro kernel estimate for t < s/2. Here we shall prove the following. 

Theorem (8.1). If a > - 1 , 0 > - 1 , 0 < t < s/2 < TT/4, s > 2/n and 

0 > 0, then | K n
a ' ^ ( s , t ) | has the bound 

(8 2) ct^1/2 cfminfUQI^1/2 

(8>2) nT^5 + > s ^ { 

where c is independent of n, s and t. 

To prove this, let x = cos s, y = cos t and M = [(1-cos s) ' ]. Since 

s < 7r/2, we have 

(8.3) l-s2/2 < cos s < l-s2/2 + s4/24 < 1+S 2 ( -1 /2+TT 2 / 96) < l-s 2 /3; 

consequently 

(8.4) M < (1-cos s )" 1 / 2 < v^/s < nV5/2. 

and 
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(8.5) 

By (2.26), |K<>'0'%,t)| 

(8.6) 

and 

(8.7) 

To estimate (8.6) use the fact obtained from (8.4) that n-k > n(2-^/S)/2 for 

0 < k < M-l and (2.19) to show that A ^ £ < c n W . Using this and (2.20) 

shows that (8.6) has the bound 

M - l 
(8.8) J I |K^°(s ft) | . 

k=0 

Now by the definition (2.18) 

< I \^'%)^'%)[ 
j=o 

By (8.4) and the hypothesis t < s/2, we have both s and t bounded by fl/M 

Thus, (2.7) implies 

k 
< c I (j+i^+V)"*1/2 < c(k+l)2Q+2(st)a+1/2 

and (8.8) is bounded by 

1-y < t2 /2 < s2/8 < (l-x)/2. 

is bounded by the sum of 

M - l 

TB I Z A n - k K k I8'*' 
An k=0 

1 I \ A H K ^ ' ° f i t l T5 | Z An-kKk l8'*' 
An k=M 

KJ>>^°(s,t) 

K^'Vt) 
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( s t ) a + 1 / 2 (M+l) 2a+3 

Now use (3.3) and (8.3); this shows that (8.5) is bounded by the first term of (8.2). 

To estimate (8.7) use (2.23). Since (8.5) is true, we can use (4.6) to show 

that (8.7) has the bound 

(8.9) 

Now write Q, (x,y) as the sum of (2.12)-(2.14)) and note that since a = 7 and 

u = v = 0, the term (2.14) vanishes. Next write the product of ujl ' and the 
1 

coefficients in (2.12) and (2.13) in the form ^ a.(k+l)J + 0((k+l) J ) where 
j= l+J 

J = min(-l, [-a -9])- This shows that (8.9) is bounded by a sum of terms of the 

form 

(8.10) 

and 

(8.11) 

c !*±fl. J I A^(k+l)Jp[a+1^(x)p(^)(y) 
An k=M 

c (i-yM'/) I y A^(k+i)Jp(a^)(x)p(a+1^)(y) 

with j an integer satisfying 1-hJ < j < 1 plus 

(8.12) c ^ I A ^ ( k + l ) J E ( Q + 1 ^ ( x ) E ( ^ ) ( y ) 
A n k=M 
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and 

(8.13) ^-yM 5 / ) i Af:£(k+i)JE[a'%)E(a+1>%). 
( 1 - x ) A n k=M 

For (8.10) use lemma (7.1) and (2.20) to get the bound 

(8.14) c n - % S l t ) ( n ^ ( l - ^ 2 a + i + 2 ) / 2 + ( l - x ) ^ a + ^ 3 / 2 ) / 2 [ m i n ( n , ( l - y r 1 / 2 ) ] a + H / 2 

This increases with j so we replace j by its maximum value of 1. Then use 

(8.3) and the same result for t to get the estimate 

(8.15) c n - % t ) a + 1 / 2 „ M - 2 o - 8 , .-a-0-a/2. , .-Ua+1/2 n s + s ' min(n,t ) ' 

Since t a + 1 / 2 [ m i n ( n , r 1 ) ] a + 1 / 2 = [min(nt, l)] a + 1 /2 , (8.15) equals (8.2). 

For (8.11) again use lemma (7.1), (2.20) and (4.6). This gives the bound 

c ( l -y )a ; ( s t ) r n M ( 1 _ x ) - (2a + 2 + j ) /2 + ( 1 _ x ) - ( a + g + l / 2 ) / 2 [ m i n ( n ) ( 1 _ y ) - l / 2 ) ] a + j + l / 2 
(1-xK L 

Again replace j by 1 and use (8.3) and the analogue of (8.3) for t to get the 

bound 

: t 2 ( s t ) « + 1 / 2 

s n 
„0 - l -2a -3 _L B-a-0-l/2., .-lxa+3/2" n s + s ' min(n,t ) ' 

. 2 , 2 In the first part use the fact that t /s < 1 to show it is bounded by the first 
2 —1 

term in (8.2). In the second part use the fact that t min(n,t ) < s; with this the 

second part is the same as the second part of (8.15). This completes the proof for 

(8.11). 
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For (8.12) we will use lemma (3.1); the definition of J insures that J < 0 

and J < -a-1/2. This gives the bound 

(8.16) c j f i ^ i l n*-l(i_x )-(2a+2+J). 

n 

This is less than the first term of (8.14) which was estimated before. Lemma (3.1) 

is also applied to (8.13). The result is (l-y)/(l-x) times (8.16) and is, therefore, 

less than (8.16). This completes the proof of theorem (8.1). 

9. A basic estimate for separated arguments. The lemma proved here is the 

basis for the inductive argument given in §11 to estimate kernels for separated 

arguments. Lemma (9.1) is also needed to estimate error terms. 

Lemma (9.1). If a, /?, 7 and 8 are greater than - 1 , a > 0, 

-1 < x < y-a < 1-a, n is an integer, and either t < -(3-y-3 or 9 < -fl-y-5, 

then 

(9.2) j (k+ijX-ki^w 47,5)(y) 
k=0 

has the bound 

(9.3) c(n+l)* + c(n+l) t E( a ' ^ (x) E^'%) 

with c independent of n, x and y. 

To prove lemma (9.1), split (9.2) into sums over 0 < k < [n/2]-l and 

[n/2] < k < n and use (2.19) and (2.6) to show that (9.2) is bounded by the sum 

of 
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[n/2]- l 
(9.4) c (n+ l ) ' I (k+1)* E ^ M E ^ ' f y y ) , 

k=0 

and 

(9.5) 0(11+1)* E ^ M E ^ y ) J (n+l-k)'. 
k=[n/2] 

For (9.4) use the facts obtained from (2.6) and the hypothesis -1 < x < y-a < 1-a 

that 

(9.6) Ej>'$(x) < c (k+ l ) / ? + 1 / 2 

and 

(9.7) E J ^ ) ( y ) < c(k+l)T+ 1 / 2 . 

These show that (9.4) has the bound 

[n /2] - l 
(9.8) c(n+l)* I ( k + l ) ^ + T + t + 1 . 

k=0 

If t < -0-j-Z, then the exponent of k+1 in the sum is less than -2 and (9.8) 
a 

is bounded by c(n+l) . If t > -(5-y-2, then (9.8) has the bound 

(9.9) c ( n + l ) * + ^ + t + 3 . 

From (2.6) we see that 

(9.10) 1 < (n+l)E^a'^(x) 
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and 

(9.11) 1 < ( n + l ) E ( ^ ( y ) . 

From these we see that (9.9) has the bound 

c t n + l Z + ^ + V l ) 4 E^)(x)E(^)(y). 

Since in this case 6 < -0-J-5, this is bounded by the second term in (9.3). This 

completes the estimation of (9.4). 

For (9.5), if 9 < -2, then (9.5) is bounded by the second term in (9.3). If 
04-2 

9 > -2, then the sum in (9.5) has the bound c(n+l) . Using this, (9.6) and 

(9.7) shows that (9.5) is bounded by 

(9.12) c ( n + l ) ^ + T + t + 1 + ^ 2 . 

Since 9 > -2, we also have 9 > -fi-f-b and by hypothesis t < - / J - T - 3 . 

Therefore, (9.12) is bounded by c(n+l) . This completes the proof of lemma (9.1). 

10. A reduction lemma for separated arguments. The lemma of this section is 

like lemma (6.1) but easier to prove. Like lemma (6.1) the result is valid for any 

x and y in [-1,1], but it is useful only if x and y are separated. 

Lemma (10.1). If a > - 1 , /? > - 1 , 7 > - 1 , 6 > - 1 , 9 > 0, t is real, 

-1 < x < 1, -1 < y < 1, J, m, n, u and v are integers, 0 < m < n and J > 2, 

then (6.2) can be written as the sum of (6.3), terms with absolute value bounded 

by (6.4), terms of the form 
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(10.2) (Ax+By+C) J (k+1)t+ i A^kp(^)(x)p(^f)(y)J 

k=m 

where 2-J < i < - 1 , n' = n or n-1, u ' = u or u-1 and v' = v-1, and 

terms of the form 

(10.3) Ax±lz±C j ( k + 1 ) t + i A * - l p ( ^ ) ( x ) p ( ^ f ) ( y ) i 

k=m 

where i = 0 or i = - 1 , u' = u or u+1 and v' = v+l+u-u ' . 

The proof of lemma (10.1) is similar to the proof of lemma (6.1). The 

equality (2.9) is used with the J of the hypothesis to write (6.2) as the sum of 

(6.6)-(6.8). As before, the terms in (6.7) have the form (10.2) if 2 < j < J-2 

while (6.8) and the terms in (6.7) with j = J-1 have absolute value bounded by 

(6.4). The term (6.6) is written as the sum of (6.9)—(6.11); the second term of 

(6.9) is (6.3) while the first term of (6.9) plus (6.10) equals (6.12). For (6.11) and 

(6.12) replace Q (x,y) by its definition (2.8), replace 2k+3 by 2(k+l)+l and 

in (6.11) replace (k+2)t~4 - (k+l ) t _ 1 by (6.14). For (6.11) this produces terms 

of the form (10.2) and terms majorized by (6.4). For (6.12) this produces the 

terms (10.3). This completes the proof of Lemma (10.1). 



CESARO SUMS OF JACOBI POLYNOMIALS 39 

11. A kernel estimate for separated arguments. This section contains the 

inductive argument for estimating kernels with parameters larger than those allowed 

in §9. The result is stated in lemma (11.1). 

Lemma (11.1). If a, 0, 7 and 6 are greater than - 1 , a > 0, 

-1 i x < y-a i 1—a, t and 6 are real and n, u and v are integers, then 

(»•') I I ( ^ An-k ^ M P U ^ ) | 
k=0 

has the bound 

(11.3) c(n+l)* + cfn+l)* E ( ° > # ( X ) E^ ' fyy ) 

with c independent of n, x and y. 

To prove lemma (11.1) we will show inductively for each integer K that the 

estimate is valid if t+0 < K. If K = 2[-/?-7-4] and t+0 < K, then either 

t < —/3-T-3 or 0 < -0-*f-5. Lemma (9.1) will then prove the result for this K. 

To complete this induction, assume that the estimate is valid for t+9 < K 

and fix t and 6 satisfying t+0 < K+l. To estimate (11.2), apply lemma 

(10.1) with m = 0 and J = max([/?+7+t+5],2). Using the fact that l/(y-x) 

is bounded, we see that (11.2) is bounded by the sum of 

(11.4) c I (k+l)t+1-J A^EJ^WEJ^Cy), 
k=0 

terms of the form 

k=0 
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where 2-J < i < - 1 , n' = n or n-1, | u ' - u | < 1 and | v ' - v | < 1, and terms 

of the form 

k=0 

where i = 0 or i = - 1 , | u ' -u | < 1 and | v -v ' | < 1. 

For (11.4) use the fact that J > /?+7+t+4 to show that t + l - J < -/J-r-3-

Therefore, lemma (9.1) can be applied. Since t + l - J < t, the result is bounded by 

(11.3). For (11.5) we have t+i+0 < t+#- l < K so the inductive hypothesis can 

be applied. Since t+i < t, the result is bounded by (11.3). Similarly for (11.6) 

we have t+i+#-l < K. The inductive hypothesis again gives a bound not larger 

than (11.3). This completes the proof of lemma (11.1). 

12. Cesaro kernel estimate for t < s-b. Here we shall prove another basic 

estimate as follows. 

Theorem (12.1). If a > - 1 , 0 > - 1 , b > 0, 0 > 0 and 

0 < t < s-b < 7r-b, then |K^ a ,^ , t f (s , t ) | has the bound 

(12.2) n + 1 + - n + i ) , , 

where c is independent of n, s and t. 

To prove this, use (2.23) in (2.26) to show that | K ^ a ' ^ ( s , t ) | equals 

An k=0 
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Now replace Qi (x,y) by its definition (2.8). By (2.25) it is possible to 

write (2k+3)u[ a '^ in the form 

1 
I a.(k+l)J + 0((k+l)J) 

j= l - J 

with J = [0+7+4]. Using this, the fact that l/(y-x) < l/(l-cos b) and (2.5), 

we see that (12.3) is bounded by the sum of 

(12.4) c fiiijU | I A ^ ( k + l ) - J E ( a ^ ) ( x ) E ( a ^ ) ( y ) 
An k=0 

and terms of the form 

An k=0 

with 1-J < j < 1, u = 0 or u = l and v = 1-u. For (12.4), since 

y-x > 1-cos b and -J < - / J - T - 3 , we can apply lemma (9.1) to get the estimate 

(12.6) c 41^1 [(n+l)^1+(n+l)-JE(a^(x)E(a^(y)]. 
An 

By the definition (2.24), (2.19), analogues of (5.8) and the fact that 

(n+1) < n+1, this is bounded by 

c ( ^ ) ^ V 2 t Q + 1 / 2 r ( n + 1 ) M + [ ^ n ( ( 1 + x ) - l / 2 ) n + 1 ) ] ^ l / 2 [ m i n ( ( 1 _ y r l / 2 n + 1 ) ] Q + l / 2 j 
( n + 1 ) " L J 

which is bounded by (12.2). For (12.5) use lemma (11.1); this also produces the 

estimate (12.6) with -J replaced by j . This completes the proof of theorem 

(12.1). 
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13. Cesaro kernel estimate for s near t. This section is concerned with 

estimates for 1/n < |s- t | < s/2. For this case repeated summations by parts are 

not needed; what is used is Darboux's formula (2.15). 

Theorem (13.1). If a > - 1 , 0 > - 1 , n is an integer 9 > 0, 

0 < 1/n < s/2 < t < s < 3?r/4 and n(s-t) > 2, then 

(13.2) | K n
a ' ^ ( s , t ) | ^ c n - V t ) " * " 1 + en""11s-t|~2 

with c independent of n; s and t. 

To prove this, substitute (2.23) into (2.26) and use the fact that Q (x,y) is 

the sum of (2.12)-(2.14). Note also that since a = 7, u = 0 and v = 0, the 

term (2.14) vanishes. Therefore, IOa '™' (s,t) equals 

- ^ 4 I An^[p(a'/?)(x)p[a+1^(y)(l-y)-p(a+1^)(x)p(^)(y)(l-x)|V. k' 

where 

v _ (a,/?) (2k+3H2k + a+/?+2) 
v k _ uk 8 (k+l ) 

Now use the definition (2.1) to show that |KJ- a '^ ' (s,t)| is bounded by the sum 

of 

(13.3) 

[ 1 / ? I " 1 < l k K a ' / ? ) ( s ) 4 a + 1 ' / ? ) ( t ) s i n ( t / 2 ) 4 a + 1 ^ ( s ) « | , ( ^ ) ( t ) s i n ( s / 2 ) 

2 —p" 
k=0 An 

cos s - cos t 

and 
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(13.4) 

\ - k w k I 
k=[l/s] nn 

<t»[a^ )(s)<t»[ a + 1 ' / ? )(t)Sin(t/2H(a + 1^)(SW^)(t)sin(S /2) 

cos s - cos t 

where 

u - 2u(*>/?) (2k+3)(2k+cH-/?+2) [ (a,/?)t(a+l,/3) 
^k ~ ^uk 8k+T Tk xk 

i - l 

Note that by (2.3) and (2.25) there exist constants dQ, d, and d2, independent 

of k, such that 

(13.5) | ^ o ^ i ( k + 1 ) - l | < d2(k+l)-2 . 

To prove that (13.3) is bounded by the right side of (13.2), use (2.7) and the 

fact that s/2 < t < s to get the estimate 

(13.6) 
[ 1 / ? ] _ l A n : k K i ( k + 1 ) 2 Q + 2 s 2 Q + 3 

\ 
k = 0 An(cos t - c o s s) 

Since n > 2/s, we have from (2.19) that A*_£ <cn . From (2.20) we have 
9 —0 

1/A < en and from (13.5) we see that |UA | < c. Using these facts and 
estimating the sum, we have (13.6) bounded by 

c < c < c 
n(cos t - cos s) - ns(s-t) - n/s_t^2 

This completes the proof for (13.3). 

For (13.4), use (2.15), (13.5) and the fact that s/2 < t < s to show that 

^ " ' ^ ( s ^ 0 * 1 ^ ) and o ^ ( ^ 1 , ^ ( s ) < ^ a ' ^ ( t ) can be written as a sum of 

terms of the form cos(ks+a)cos(kt+b)uv, cos(ks+a)cos(kt+b)uv/(ks) and 
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—2 —2 cos(ks+a)cos(kt+b)uv/(kt) and a term with absolute value bounded by c k s , 

where a and u are bounded functions of s independent of k and t, b and 

v are bounded functions of t independent of k and s and c is independent 

of k, s and t. From this and (2.20) we see that (13.4) can be estimated by 

finding upper bounds for 

(13.7) 

(13.8) 

and 

(13.9) 

1 
n^s- t ) 

2 A , cos(ks+a)cos(kt+b) 
k=[l/8] 

11 An-k c o s ( k s + a ) c o s ( k t + b ) 

n"s(s-t) 
1 

k=[l/s] 

0 2 , .v 2 An-k k • n s (s-t) k = [ 1 / s ] 

To estimate (13.7) and (13.8) we will use the following lemma. 

Lemma (13.10V If 6 > 0, 0 < u < ZTT/2, nu > 2 and 1 < m < n/2, then 

(13.11) | I A £ J cos(ku+b) 
k=m 

< c u 4 + c n W u 4 

and 

(13.12) i V Ke-1 cos(ku+b)| . -1 -0 , „„&-l, x-1 
Z n - k — k — \ - c u + ( > ' 

k = m 
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To prove these, let N = max(m,n+l-[l/u]) and consider separately the sums 

from m to N-l and from N to n. For (13.11) the quantity A*T£ is 

monotone so by lemma (2.17) if 6 < 1 or a reversed version if 9 > 1, the 

absolute value of the sum from m to N-l has the bound 

c 
0_1 0_1 
n-m + An-N+1 

u By (2.19) this has the required bound. For the sum from 

N to n replace cos(ku+b) by 1 and use (2.22); this gives the bound A _N 

—B which, by (2.19), is bounded by cu 
i a i 

For (13.12), observe that k A*_£ is decreasing for 1 < k < n if 0 > 1. 
—1 9—\ If 6 < 1, then k A , is either monotone in 1 < k < n or has a minimum 

for k equal to some k~ and is decreasing for 1 < k < k^ and increasing for 

kQ < k < n. In either case, to estimate the sum from m to N-l, we can use 
—1 0—1 lemma (2.17) or a reversed version on the whole sum if k A _, is monotone or 

separately on the sum from m to kQ and on the sum from kQ+l to N. 

This produces the estimate 

cu"1 
[ n-m n-NJ' 

and (2.19) shows this is bounded by the right side of (13.12). For the sum from 

N to n, replace cos(ku+b) by 1. Since nu > 2, we have N > n/2 and the 
—1 6 1/k can be replaced by 2/n. Then using (2.2) we get the estimate en A „ 

—1 —6 for this part, and by (2.19) this has the bound en u This completes the proof 

of lemma (13.10). 

Returning to the estimation of (13.7)—(13.9), we write cos(ks+a)cos(kt+b) as 

a sum of cosines using the usual trigonometric identity. Lemma (13.10) then shows 

that (13.7) has the bound 
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— ^ [c(s-t)~tf + c n ^ ^ s - t ) " 1 + c (s+t r* + c n ^ s + t ) " 1 ] 
(s-t)n* 

and (13.9) has the bound 

l—j [ cn" 1 ( s - t ) "^+cn^ 1 s ( s - t r 1 + cn~1(s+t)"^+ c n ^ s + t ) " 1 ] . 
s(s-t)n 

These are easily seen to be bounded by the right side of (13.2). For (13.9) split 

the sum into sums over [1/s] < k < n/2 and n/2 < k < n. In the first replace 
n -j A—\ 9 9 

A , by n and estimate the sum. In the second replace k by c n 
and use (2.22). This gives an estimate of f ,v H — ^ for (13.9) which is 

ns^s i) n V ( s - t ) 
—1 —2 bounded by en (s-t) This completes the proof of theorem (13.1). 

14. Kernel estimates. Here we state and complete the proof of theorem (14.1), 

our estimate of the kernel K ^ a ' ^ ' (s,t). We also give an alternate version in 

corollary (14.2) and a version for L ^ a ' ^ ' (x,y) in corollary (14.7). For theorem 

(14.1) note that since K ( a ' ^ ( s 5 t ) = K J ^ ' ^ S ) and K ^ ' ^ T r - s ^ - t ) = 

K^' a) '^(s , t ) , we need only state the result for 0 < t < s and t < TT/2. 

Theorem (14.1). If a > - 1 , /? > - 1 , 0 > 0, and n > 1, then 

| K ( a ' ^ ( s , t ) | has the bounds 

c n 2 a + 2 ( s t ) a + 1 / 2 0 < s < 2/n, 0 < t < 2/n, 

ta+1/2 , c ( m i n ( l , n t ) ) a + 1 / 2
 9 / n , Q , . u n , f , Q / 9 

"5+572 + V l + 1 2/n < s < 3T/4, 0 < t < s/2, 

C , C 2 + 0 9+1 2/n < s < 37r/4, s/2 < t < s-l/n 
n(s-t)z n'(s-t) 
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en 2/n < s < 3TT/4, s-l/n < t < s 

c , » + l / 2 ( „ ^ l / 2 + c m l n ( l i n l , a + l / 2 m l n ( l i „ ( , _ s ) ) < ; + 1 / 2 J i / 4 s , s w_ , s , s , / 2 ] 

where c is independent of n, s and t. 

To prove theorem (14.1) we must obtain estimates for a few simple cases not 

included in §§3-13. For 0 < s < 2/n and 0 < t < 2/n we can use (2.7), (2.19) 

and (2.20) to show that 

K MA (s,t) < c(st) a+1/2 
[n /2] - l n 

I (k+l)2"+1 + I n2a+l-eA9
n_k 

L k=0 k=[n/2] 

In the first sum use the fact that 2a+l > - 1 ; in the second use (2.22) and (2.19). 

This proves the first estimate of theorem (14.1). The second estimate follows from 

theorem (8.1) if s < 7r/2 and from theorem (12.1) if TT/2 < s < 37r/4. The third 

estimate is a consequence of theorem (13.1). For the fourth we use (2.7), (2.19), 

(2.20) and the fact that s/2 < t < 2 to get the estimate 

[ l / s ] - l 
c I (k+l)2 a + 1 s 2 a + 1 

k=0 
+ c I •" vn-k-

k=[l/s] 

Since 2a+l > - 1 , the first term has the bound c/s < en, and by (2.22) and 

(2.19) the second term has the bound en. The fifth estimate is a consequence of 

theorem (12.1). This completes the proof of theorem (14.1). 
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An alternative form of theorem (14.1) can be stated using the functions 

g(s) = s a + 1 / W + l / 2 

and 

This version has the advantage that it gives one expression for all pairs (s,t) in 

[0,7r] * [o,7r]. The disadvantage is that the behavior is not apparent until it is 

rewritten into a form resembling the conclusion of theorem (14.1). 

Corollarv (14.2).. If a and 0 are greater than - 1 , 0 > O , O < s < 7 r 

and 0 < t < 7T, then | K n
a ' ^ ( s , t ) | has the bound 

c fi(s)fi(*) + cfi(s)fi(t) 
nh(5+i),n)2(|s-t | + R - ) 2 nVs,n)h( t ,n)( | s - t | + n - ) m ' 

where c is independent of n, s and t. 

To prove corollary (14.2), let D ^ 0 ^ ' (s,t) be the asserted upper bound. 

For the case 0 < t < min(s,7r/2) it is easy to verify that 

(14.3) | K ^ ' * ( s , t ) | < D ^ ^ s . t ) 

by using theorem (14.1) and the definition of D^a ,"'(s,t). For 7r/2 < t < s < 7r, 

we have 0 < 7r—s < min(7r-t,7r/2); as just shown, therefore, 

(14.4) |Kn^a)^(7T-t,7r-6)| < Dn
fta)(7r-t,7r-s). 

Now since K n
a ' ^ ( s , t ) = K < > ' ^ ( t , s ) and K<>>^(s, t ) = K ^ * ( w t ) , 

we have 



CESARO SUMS OF JACOBI POLYNOMIALS 49 

(14.5) Kn
a '^(s, t) = K(A°)'V-t,M). 

from the definition of D ^ a ' ^ ' (s,t) it is easy to see that 

(14.6) Dn^a)(*-t,7r-s) = D n
a ' ^ ( s , t ) . 

Combining (14.4), (14.5) and (14.6), we get the result for this case. Combining 

these cases, we have the estimate 0 < t < s < ir. Since K > a ' ^ ' (s,t) = 

K ( a ' ^ ( t , s ) a n d D n
a ' ^^ ( s , t ) = D J ^ ' ^ S ) , the asserted bound foUows for 

0 < s < t < 7r. This completes the proof of corollary (14.2). 

To state our estimate for the basic Cesaro kernel L ^ a ' ^ ' (x,y) defined in 

(2.27) we will use the function 

and 

= l/-*l 4.1 J(x,y,n) = -H=^- + i 

The resulting estimate is as follows. 

Corollary (14.7). If a and 0 are greater than - 1 , 0 > 0, -1 < x < 1 

and -1 < y < 1, then |L|[a ,^ , f f(x,y)| has the bound 

c + c 
nH(*±£),n)2 J(x,y,n)2 n%(x,n)H(y,n) J(x,y,n)1 + * ' 

where c is independent of n, x and y. 
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To prove corollary (14.7) let s = cos" x and t = cos" y. Then because of 

(2.29) we see that the result can be proved by showing the existence of a positive 

constant c, independent of s and t such that 

< c <Ii8) * S (Sin lAios |)*+'/S 

and 

1 l s - t l + n" 
( 1 4 1 °) c - J(cos s, cos t,n) * c 

for s and t in [0,7r]. NOW (14.8) is obvious from the definition of g(s), and 

(14.9) follows easily since yi-cos s = J2 sin « and VI+cos s = v^ cos « • For 

(14.10) use the fact that 

T / ~ „ „ ± \ I COS t - COS S | , 1 
J(cos s, cos t,n) = ' • h - . 

^(1-cos s+l-cos t)(l+cos s+l+cos t) 

Using standard identities this becomes 

i • S-t i . S+t 
I sin -s- |sin - y - , 

J(cos s, cos t,n) = — z m z ^ ^ Z Z I Z Z ^ I ^ Z ^ Z Z I Z Z ^ + n ' 
J (sin2 | + sin2 ^)(cos2 § + cos2 J) 

Considering separately the cases of s and t both in [0,7r/4], S and t both 

in [37r/4,7r] and one in [0,3^/4] with the other in [fl"/4,7r], it is easy to see that 
s—t the function multiplying | sin y | is bounded above and below by positive 

constants. This completes the proof of corollary (14.7). 
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(15.3) f s 2 * + W * " 1 ds < ca-P r / 2 | g ( t ) | P t ( ^ 1 / 2 ) ( 2 "P)d t , 

15. A weak type lemma. Here we shall prove lemma (15.1) which is 

equivalent to theorem (1.1) with the support of f in [0,1]. Lemma (15.1) will be 

used to prove theorem (1.1) in §17. At the end of this section we also show that 

the method used to prove theorem 1 of [7] will not prove lemma (15.1). 

Lemma (15.1). If a > - 1 , 0 > - 1 , 7 = max(a,/J), 6 > 0, p = 

max[l,(47+4)/(27+20+3)], g(t) is supported on [0,x/2], a > 0 and D(a) is the 

subset of [0,7r] where 

(15.2) sup r / 2 | K ( ^ ) ' V t ) g ( t ) | d t > a s ^ 1 / 2 u _ s ) / ? + l / 2 ) 
n J0 

then 

'D(a) % ' " J o 

where c is independent of a and g. 

To prove this note first that we may assume that g(t) is nonnegative. For 

this proof we will use the notation 

H = r ' w t(«+i/2)(2-p)dt. 
J 0 

To prove the lemma we will define nonnegative functions I .(s,t) such that 

for (s,t) in [0,TT] * [0,TT/2] 

11 
(15.4) Kn

a '^(s, t) < c I ^.(s,t) 
i= l 

for n > 1 and 

(15.5) IK< a ^ ( s , t ) I < c[t1A(s,t) + llA(s,t) + ^ 10(s,t)]. 
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Now let D. be the subset of [0,7r] where 

(15.6) 

We will show that 

(15.7) 

f7T/2 
sup f / :(s,t)g(t)dt > a s a + 1 / 2 ( ^ - s ) 
n>l J 0 n '1 

f s 2 ^ V - s ) 2 ^ 1 d s < c a - P H 
J D : 

/J+l/2 

for 1 < i < 11. Because (15.4) and (15.5) are true, this will complete the proof of 

the lemma. 

For some values of i we will prove (15.7) directly. For other values of i, 

however, we will prove the inequality that 

f7T r f7r/2 
(15.8) sup tni(s,t)g(t)dt 

J 0 [n>l J 0 n>1 5 ^ 1 / 2 ( . - s ) ^ 1 / 2 l 2 " P d s 

is bounded by cH. This strong type inequality trivially implies (15.7). 

The functions / . are defined as follows on the indicated sets and 0 off n,i 

those sets. That (15.4) and (15.5) hold is an immediate consequence of theorem 

(14.1). 

sa+l/2 
'n,2(s,t) ~ J-a-\j\6+\ 

sa+l/2 
^n,3(s,t) = TT5+575 

nt 

t a+ l /2 
*n,4(S,t) = S-a-l/iJ+1 

0 < s < 2/n, 0 < t < 2/n, 

0 < s < 2/n, 2/n < t < T/2, 

0 < s < 2/n, 2/n < t < w/2, 

2/n < s < 3TT/4, 0 < t < 2/n, 
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ta+l/2 
V 5 ( 8 , t ) = a+5/S 2/n < s < 37T/4, 0 < t < s/2, 

n s 

ln/s'^ = ~TWL 4/n < s < 3T /4 , 2/n < t < s/2, 
n s 

o + -73 m i 2/n < s < 3*74, s/2 < t < min(2s,x/2), 
n ( | s - t | + l / n ) 2 n 6 ' ( | s - t |+ l /n ) 1 + e ' 

,o+l/2 
V s ( s , t ) = a+5/2 2/n < s < T/4, 2s < t < ir/2, 

*n,9 ( s , t ) = TTR 2/n < s < T/4 , 2s < t < TT/2, 
n n 

a+1/2, ./J+l/2 
'n,10 ( s , t ) = * n 3 T / 4 < S < T, 0 < t < TT/2 

^ (8)t) = mi°(l,nt)Q + 1 / 2^min(l,n(T-S))^+ 1/2
 3 x / 4 < 8 < T> 0 < t < x/2. 

' n 

The following simple inequalities will be used in several of the estimations. 

First, since 27+20+3 > 27+2, the definition of p shows that 

(15.9) 1 < p < 2. 

We also have from the definition of p that 

(15.10) p(7+0+3/2) > 27+2, 

and since a < 7 and p < 2, this implies 

(15.11) p(a+0+3/2) > 2a+2. 
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To prove (15.7) for i = 1 we start with the fact that the left side of (15.6) 

equals 

(15.12) sup n 2 «+ 2 a**1/2 x [ 0 ,2 / n ](S) ffa0*1'2 dt. 

Now using 

(15.13) t a + 1 / 2 g ( t ) = [ t(a+l/2)(2-p)/p g ( t ) ] [ t (2a+l)(p-l) /P ] 

and Holder's inequality we have 

(15.14) f 2 / n g ( t ) t ^ 1 / 2 d t < c n " ( 2 ^ 2 ) / P / H 1 / P 

From this we see that (15.12) is bounded by 

n>l 

Since a > - 1 , 

( ^ l / p ^ l / 2 , ( 0 ] 2 H ( S ) H ' / P . 

SUD n ( 2 Q + 2 ) / p y r , ,(s) < c s ^ 2 a + 2 ) / p y r , ,(s) *$ n X[0,2/n]^ - c s *[0,3ir/4p> n>l 

and D. is a subset of the set where 

a + l / 2 s - ( 2 a + 2 ) / p ( s ) H l / P > a s a + l / 2 , 
X[0,3TT/4] 

Therefore, D1 is a subset of [0,r] with 

(15.15) r = min(3T/4, c a-p/(2a+2) H l / (2a+2) ) 

Since (15.7) is immediate if D. is replaced by [0,r], this completes this part. 
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For i = 2 we will estimate (15.8). For this case (15.8) equals 

r2 

Jo n>? *[0>WS)[ 
• * / 2

n a - m / 2 t - M r t t ) d t 

2/n 
„2a+l ds. 

Since n ' < t ' in the inner integral, this is bounded by 

f sup n ( ^ ) P XfQ 2 / n l ( s ) [ f r ( 2 r 1 / 2 g ( t ) d t l P s 2 ^ 1 

J 0 n>l l u ^ / n J U 2 / n -I 
1ds. 

Since the exponent of n is positve, the supremum occurs for n = [2/s]. This 

gives the estimate 

r7r/2rf7r/2 __ ^ / 2 ^ / 2 t _ 1 / 2 g ( t ) d t j P s 2 a + 1 _ p ( a + 1 ) d s 

By (15.9) the exponent of s is greater than - 1 , and Hardy's inequality, Lemma 

3.14 on page 196 of [12], gives the bound cH. 

For i = 3 we have (15.8) equal to 

Replace n in the inner integral by t and then replace n by [2/s]. This 

gives the estimate 

f d*/V<-3/2g(.)d.]'>+1ds. 

Since 2a+l > - 1 , Hardy's inequality can be used. This gives the estimate cH 

for this part. 

For i = 4 we start with the fact that D. is the set where 

r2/n 

' o SI'**1" ^w^C'^W >-^M/2-
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Using (15.14) shows that D. is a subset of the set where 

(15.16) OH1/? sup ^e+1/H2a+2),%/nM/4s) > a s a + ^ + 3 / 2 . 

The exponent of n in (15.16) equals (2a+2)/p-(a+0+3/2) and by (15.11) this 

is less than or equal to 0. The sup is, therefore, attained for the least n 

satisfying n > 2/s and D. is a subset of the set where 

c H l / p s(2a+2)/p ' -a+<M/2 ^ ^ ( . J > a s a + * + 3 / 2 . 

Simplifying, we see that this last set is the set where 

c n *[0,3ir/4]W > a s 

This is the set [0,r] with the r of (15.15) and (15.7) follows immediately for 

i = 4. 

Next, D5 is the set where 

s u p c n - 1 s - 5 / 2 X [ 2 / n 3 7 r / 4 ] ( s ) j ' V 1 ^ > a s * + l / 2 . 

Now use (15.13) and Holder's inequality on the integral and replace n by 2/s 

to show that D^ is a subset of the set where 

c . - ^ / 2 H 1 / P . ( 2 * * - 2 ) / P ' X [ 0 | 3 i r / 4 ] ( . ) > a . ^ 1 / 2 . 

From this D^ is a subset of [0,r] with the r of (15.15) and (15.7) follows. 
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The set Dg is a subset of the set where 

c sup n 
n>l 

fs/2 . . . . .1 , . a+0+3/2 |2 / ng(t)dt jx [ 4 / n j 3 7 r / 4 ] (s) > a s 

Use Holder's inequality to show that Dg is a subset of the set where 

« a x(2/n,3l/4,WH^[i;;v*'.'-/2,(2-p./(i-p»dt] 

If the exponent of t is less than - 1 , integrate to get 

s / 2 n _ ^ , t ( a + 1 / 2 ) ( 2 _ p ) / ( 1 _ p ) d ^ l / p ' > a s a + ^ + 3 / 2 

2/r 

« P C X [ 2 / a , 3 i r / 4 ] ( . ) H 1 / P n ( 2 ^ ) / H « + m / 2 ) , a 8 a f * f 3 / 2 _ 

If the exponent of t is not less than - 1 , replace n""^ by t ^ and 

integrate to get 

- P c * [ 2 / n , 3 T / 4 ] ( s ) H l / P s a + ^ 3 / H 2 a + 2 ) / p > a s a + * + 3 / 2 

In the first case the exponent of n is nonpositive by (15.11) and the supremum is 

attained at the least n > 2/s. In both cases then Dfi is a subset of the set 

where 

<*[0,3»/4]MH I /P . "<»•«>/» > , 

This is the set [0,r] with the r of (15.15) and (15.7) follows. 

To prove (15.7) for i = 7 define for k a positive integer 

Ik = [2~k~V2~k7r], J k = [2"k"37r,2"k + \] and gk(t) = g(t)Xj (t). Then for a 
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suitable c 

<" r 2s 
D7 c {s: sup I | gk(t)*n7(s,t)dt > c a s a + 1 / 2 } . 

k=l 3 / 2 

Since at most three of these integrals are not zero for any given value of s 

D7 C U Is: 3 sup [ gi (t)/ 7(s,t)dt > c a s a + 1 / 2 } . 
' k= l l n>l Js/2 K n ' ' J 

By theorem 2, p. 62 of [11], we have 

(15.17) D7 C U is: Mgk(s)xj (s) > c a s a + 1 / 2 } , 
1 k = l l K Jk J 

where M denotes the usual Hardy-Littlewood maximal operator. If E, denotes 

the k set in (15.17), then the left side of (15.7) for i = 7 has the bound 

(15.18) c I \ s 2 a + 1 d s < c I 2 - k ( 2 a + 1 ) | E k | . 

k=l Ek k=l 

By the usual weak type norm inequality for the Hardy-Littlewood maximal function, 

theorem 1, p. 5 of [11], we have 

| E k | < c [ a 2 - k ( a + 1 / 2 ) ] - P j g k ( s ) P d s . 

Therefore, the right side of (15.18) has the bound 

\ a"* 2-k(*+l/2)(2-p) J g(s)Pds. 
00 

C 

k=l 

This is bounded by 

'0 

and (15.7) is proved for i = 7. 

ca-P f37r /4s(a+1/2)(2-P)g(s)Pds, 
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For i = 8 (15.8) is bounded by 

r7r/4rf7r/2 _ ^ _^/o nP 

Since sup n P 
n> 

up n~Pxro/« o //ii(s) 1 SPJ t n i s n a s t n e bound >1 Lz/IM7r/^J 

= r'V'2^)'-^ '0 

Hardy's inequality completes this case. 

For i = 9 (15.8) has the bound 

p
s 2a+l+p 

r7r/4r f7r/2 _x_ 
g(t)t 'dt ra+l/2)(2-p)siin -to 

n>] 

Now we use the fact that sup n~ X\o/ /4l(s) - c s^ • ^ e r e s u i^ n g exponent 

of s is (a+l/2)(2-p) + p0. Since a > -1 and p < 2, this exponent is greater 

than (-l/2)(2-p) + Op = - l+(0+l/2)p > - 1 . Hardy's inequality then completes 

this part. 

For i = 10 (15.8) is bounded by 

TT/2 

c [f ( H ^ d , ] [}"' g(t)t«+V2dt 
' 3 * 

The first integral is finite since 0 > - 1 . Holder's inequality shows that the second 

IP"1 

This completes this part. term is bounded by H [f 'V^dt 
'0 
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Finally, for i = 11 we will first show that 

7r/2 
(15.19) TT6 f min(l,nt)a + 1/2g(t)dt < c H 1 ^ . 

J0 

To do this we start with the fact that the left side of (15.19) is the sum of 

(15.20) n ^ + 1 / 2 f 1 / n
t ^ l / 2 g ( t ) d t 

Jo 

and 

n r7T/2 

(15.21) n * g(t)dt. 
J l / n 

For (15.20) we use (15.14) to get the bound 

(15.22) c n oH?+l /2^2a+2) /p ' H l / p . 

Inequality (15.11) implies that the exponent of n is not positive and we have the 

bound c H 1 ^ for (15.22). 

For (15.21), Holder's inequality gives the bound 

(15.23) n^H^P[r /V^V2)(2~p)/(l-p)d tl1 /P /-
u l / n J 

Inequality (15.11) implies that the exponent of t is bounded below by - l -p ' 0 . 

This shows that (15.23) is bounded by cH ' ^ and completes the proof of (15.19). 

Using (15.19), we have (15.8) with i = 11 bounded by 

cH f sup min( l In( T-s ) )P^ + 1 /2) ( T _ s ) (^ l /2) (2-p) d s 

hw/A n>l 
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This is bounded by the sum of 

(1524) CH L4M)(^1 /2 ) (2"P)n>? XM*.*-U4*» 
and 

(1525) CH lL/4 ( 7 r"^ ) 2^+ l s U P n P ( / ? + 1 / 2 ^ [ - l / n ^ ] ( s ) d S -

Now (15.24) equals 

(15.26) cH f ( . - s ) (^ 1 / 2) ( 2-P)ds . 
J3?r/4 

If 0 > -1/2, then since p < 2 we have (/3+l/2)(2-p) > 0. If 0 < -1/2, then 

(/3+l/2)(2-p) > 2/J+l > - 1 . Therefore the integral in (15.26) is finite and (15.24) 

has the bound cH. 

If 0 > -1/2, the sup in (15.25) is attained for n = [—]• This produces 

the bound (15.26). If 0 < -1/2, the sup in (15.25) is attained for n = 1. It 

follows that (15.25) has the bound cH. This completes the proof of lemma (15.1). 

Finally, we comment on why the method used to prove theorem 1 of [7] 

cannot be used to prove lemma (15.1) if a > 0 and 6 < a-I- j . In the proof of 

that theorem in [7], the result of lemma (15.1) must be obtained with 

KKaiP)i (s t) replaced by various error estimates, one of which is 

r l 
K(s,t) = J 

0 < t < s < TT/2 

elsewhere 
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If we take g(t) = tuxr0 7r/2l(t) w i t h "1~d < u < - 1 » t h e n D ( a ) = [ M f o r ^ 

a > 0. However, this integrand on the right side of (15.3) is ^ f a - a - s H 2 ^ 1 

and this exponent is greater than p(-#-a-3/2)+2cH-l = - 1 . Therefore, as a -» m 

the left side of (15.3) is a fixed positive number and the right side approaches 0. 

This shows that lemma (15.1) fails for this error term and, consequently, the 

method of [7] cannot be used. 

16. Lemmas for the upper critical value. Here we prove two basic results. 

The first, lemma (16.1), is equivalent to theorem (1.2) with the set a subset of 

[0,1]. The second, lemma (16.4) is equivalent to theorem (1.3) for functions with 

support in [0,1]. These lemmas will be used to prove theorems (1.2) and (1.3) in 

§17. At the end of this section we also show that the method used to prove 

theorem 1 of [7] will not prove lemma (16.1). 

Lemma (16.1). If a > - 1 , 0 > - 1 , 7 = max(a,/?), 0 < 9 < 7+1/2, 

p = ( 2 7 + 2 ) / ( T - 0 + 1 / 2 ) , E C [0,TT/2], a > 0 and D(a) is the set where 

(16.2) sup \K\ 
n JE n 

then 

(16.3) f s 2 a + W ^ 1 ds < c a"? f t 2 Q + 1 dt , 
JD(a) J E 

where c is independent of a and E. This is also true if 0 < 6 = 7+1/2 

and 2 < p < ao. 
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Lemma (16.4). If a > - 1 , /? > - 1 , 7 = max(a,/?), 0 > 7+1/2, 6 > 0 and 

g(t) is supported in [0,7r/2], then 

s : Q K ( ^ ) ^ ( M ) g ( , ) i d t 
^+172^+172- < c JLLLL 

^+172 

where || || denotes the essential supremum on [0,7r] and c is independent of 

g-

Basic to the proof of lemma (16.1) is the following. 

(16.6) 

Lemma (16.5). If 1 < p < oo, a > -1 and E c [0,OD), then 

IP x dx < 2P(a+l)1~P [ x ^ + P ^ d x . 
JE 

This will be used as a substitute for Holder's inequality in the proof of lemma 

(16.1). The obvious proof of lemma (16.5) using Holder's inequality fails because 
p-1 

that produces a coefficient (l/x)dx on the right side. 

To prove lemma (16.5) observe first that by the monotone convergence 

theorem it is sufficient to prove (16.6) for bounded E. Then since a > - 1 , the 

left side is finite and we can choose s such that 

JoXaxE(x)dx = j j ^ d x . 

With this the left side of (16.6) equals 

2P[jSxa
X E(x)dx]P [px axE(x)dx] < 2 P [ | S x a dx] P [ j V ^ W d x ] . 

P - 1 p f OD 

s 
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Performing the first integration gives the bound 

2P(a+l)1-P f s ^ + W P - ^ x V t o d x . 
J s 

Since (a+l)(p-l) > 0, we can replace s by x and (16.6) follows immediately. 

The proof of lemma (16.1) is similar to that for lemma (15.1). We let 

H = f t 2 a + 1 d t 

and D- the subset of [0,x] where 

(16.7) sup f I . (s , t) t"+ 1 /2dt > a s a + 1 / W + 1 / 2 ; 
n>l J E n ) 1 

the functions I • are those used in §15. For each i we will prove (15.7). For n,i 

some parts this will be done by showing that 

(16.8) T [sup f Ini(s,t)ta+1/2dt] 
Jo [n>l JE n > 1 J 

V+1/W+1/2i2~p ds 

is bounded by cH. 

The following inequalities will be used. First since 7+1/2-0 < 7+1, we 

have 

(16.9) 2 < p < OD. 

From the definition of p, including the case 0 = 7+1/2 

(16.10) p(7-0+1/2) < 27+2. 
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Since a < 7, 0 < 7 and p > 2, (16.10) implies 

(16.11) 

and 

(16.12) 

p(a-0+l/2) < 2a+2. 

p(/J-0+l/2) < 2/3+2. 

For i = 1 the proof used for i = 1 in the proof of lemma (15.1) can be 

used if g(t) is replaced by t ' X]?(t). 

Next, Do is a subset of the set where 

f7r/2 a-tf-1/2 
sup 
n>l J2/n?Z^ I72XE(t )d t |X[0'2^ (S )>Ca-

Now multiply the numerator and denominator in the integral by i r "*\ By 

(16.11) the resulting exponent of n in the denominator is nonnegative and 

replacing that n with 1/t increases the left side. Therefore, D« is a subset of 

the set where 

sup n 
n>l 

(2<*+2)/p ^ " 1 + ^ 

Since the left side is 0 for n > 2/s, we have Do a subset of the set where 

(16.13) c X[0>2](.) J*7 V + ( ^ 2 ) / p X E ( t ) d t > a s(2a+2)/p. 

Since - l+(2a+2)/p > - 1 , we can apply lemma (16.5) to see that D« is a subset 

of the set where 

cx [0 j2](s) t2a+1dtl1 /P>as(2a+2)/P. 
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Therefore D2 is a subset of [0,r] with 

r = min(3x/4,c[a-PH]1/(2a+2)) 

and (15.7) follows immediately. 

For i = 3 we have (16.8) equal to 

r2 
sup *rn 0 / - i (s) | I 

2/: 
-1 

lo:;? x[o,2/n]W[f^-1t-VHp-2f l f f1^ 

Replacing n by t in the inner integral gives the bound 

Jo K? *[0,2/n](S)[Ln
rVH •2*fl<»--

which is bounded by 

ar'-vH^1-
Hardy's inequality completes this part. 

For i = 4 (16.8) is bounded by 

4 2a+l 
f3* / 4[ f2/n * XE(t)dt]P fa+l/2)(2-P)-p(tf+l)H 

Jo n>? JO J-^1/* X[2/n,3T/4](s) S' ^ 

Now if 0-a-l/2 < 0, replace n by 2/t; otherwise replace n by 1/s. This 

gives the estimate 

r3?r/4 f2/n 

where r = min(0-a-l/2,O). The supremum occurs for the least n such that 
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2/n < s. Therefore, we have the estimate 

r37r/4[rs
t2a+i+r 

Jo No 
XE(t)dt lP 2a+l-p(2a+2+r)dg 

If r = 0, the exponent of s is -1 for p = 1. If r t 0, the exponent is 

-2-20 for p = 2. Since a > 1 and 0 > 0, we have 2a+2+r > 0 and the 

exponent of s is a decreasing function of p. Therefore, since p > 2, that 

exponent is less than -1 and Hardy's inequality completes this case. 

For i = 5 (16.8) has the bound 

42a+l„ , + ^ i p 
f37r/4 

sup 
J0 n>l 

•s/2 t ^ x x E ( t ) d t 

0 n 
yr , , ,(8) s(a+l/2)(2-p)-p(a+5/2)d s *[2/n,37r/4]W s a s -

Replacing n by 2/s gives the bound 

r3*/4! rs M+I r07T/<±| rS 

Jn U n 
XE(t)dt 

P
s2a+l-p(2a+2) ds. 

'0 I J0 

Since p > 2 the exponent of s is less than -1 and Hardy's inequality 

completes this part. 

For i = 6 the bound for (16.8) is 

r37r/4r fs/2 xE( t) GH-1/2 -.p (O+1 /2V2-D^ 

I. te U -bfa-dt] i^/ . iw »(°+1/2)(2 "*• 
We can replace the lower limit of integration in the inner integral by 0 and then 

replace the other n with 4/s to get the bound 

r3*/4 r fs a + l / 2 d t ] P s2a+l-p(a+3/2)d s > Jo W * 
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Since p > 2, the exponent of s is less than - 1 , and Hardy's inequality 

completes this part. 

For i = 7 and i = 8 the reasoning in the proof of lemma (15.1) for these 

parts can be used with g(t) taken to be t ' XpM-

For i = 9 we see that DQ is a subset of the set where 

r7r/2 t a + l / 2 

2/s 
sup 
n>l [j2/s 7 ~ ^ xvm\xiv«,*,4s) > c a ' • 

We can replace n by [2/s] to see that DQ is a subset of the set where 

S 

Because of (16.11) we can multiply the integrand by (t/s)*"0"1/2^2**"1"2)/? to 

show that DQ is a subset of the set where (16.13) holds. The estimation is then 

completed as in the case i = 2. 

For i = 10 the reasoning in lemma (15.1) applies with g(t) replaced by 

t a + 1 / 2 X E ( t ) . For i = 11 we first prove that 

f7r/2 
1/P (16.14) f m in ( l , n t ) a + 1 / 2 t a + 1 / 2 x E ( t ) d t < cH 

J s 

To do this split the integral into integrals over [0,1/n] and [l/n,7r/2]. Holder's 

inequality shows the first integral is bounded by 

c H l /p n a+l /2 - (2a+2) /p ' 

From the fact that 1 < p ' < 2 and a > -1 it follows that the exponent of n 

is negative and, therefore, this part is bounded by cH '*\ Holder's inequality 
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applied to the second part gives 

Hi/Prr7r /2
t(a+i/2)(p-2)/(P-i)d ti1/p / 

Ul/n J 

Since a > -1 and 2 < p < QD, the exponent of t is greater than -1/2, and 

this part also has the bound cH ' p . 

Using (16.14) we see that D... is a subset of the set where 

sup c H 1 ^ n-6rmn(l,n(^)f+l,2X[3ir/^](s) > a (7 r - s / + 1 / 2 . 

This is a subset of the union of the sets where 

(16.15) sup cH1/* n-*x [37r /4)7r_1/n](s) > W + 1 / 2 

and 

(16.16) sup cH1/? n W ' V W ' > > a. 

For (16.15) the supremum occurs for the least n satisfying n > 1/(TT-S) and the 

set is a subset of the set where 

(16.17) cH1/? X [3V4)X](s) > a ^ - s ^ 1 / 2 . 

From (16.12) we see this is a subset of the set where 

This is the set [r,?r] with 

^ i r / ^ H c a ^ H ) 1 / ^ 2 ) ) r = max( 
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and (15.7) follows. 

For (16.16) if / M + l / 2 > 0 the supremum occurs for n = [1/(TT-S)]. Then 

this set is a subset of the set satisfying (16.17) which was estimated before. If 

0-0+1/2 < 0, the supremum occurs when n = 1 and the set is a subset of the 

set where 

C H 1 / P X[«-I4S) > a-

ii/p i /p If a > cH / p , this set is empty and (15.7) is trivial. If a < cH / p , this set is 

[7r-l,7r], a_pH > c and (15.7) follows. This completes the proof of lemma (16.1). 

To prove lemma (16.4) we will prove the equivalent inequality 

s u P j ^ | K ( a ^ ) , g ( s t ) t a + 1 / 2 g ( t ) | d t 

For this it is sufficient to prove that 

J^IK^'Ms.tHt^dt 

< c||g(t)|l 

la+l/2(™f+1'2 [M 
(s) < c 

with c independent of n and s. Because of (15.4) and (15.5) it is sufficent to 

show that 

(16.18) 
r7r/2 
r t . ( s , t ) t a + i / 2 d t < C s a + i / 2

( ^ + i / 2 

j 0
 n ^ 

for 0 < s < 7r. 

Inequality (16.18) is easily proved for 1 < i < 10 by inserting the definition 

of I ., performing the integration and using the fact that B > cH-1/2. For 
i i . i 
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i = 11 performing the integration gives the bound 

(16.19) c rTemm(lM^))^^X^j^p)-

If 0 < 7T-s < 1/n, (16.19) is c n ^ + 1 / 2 ( 7 r - s ) / ? + 1 / 2 and (16.18) follows since 

0 > 0+1/2. If 1/n < TT-S < TT/4, (16.19) is c n"^ < C(TT-S)^ since 0 > 0, and 

(16.18) follows from 0 > 0+1/2. 

Finally, we show that the methods of [7] cannot prove lemma (16.1) if 

a > /?. If this could be done, it would require that lemma (16.1) be true with 

j£KaiP)> £Sj^ replaced by the error term 

K(s,t) = 
rj 0 < s < t < TT/2 

0 elsewhere 

If we take E = [0,1] and a > l / (a+l /2) , then D(a) contains the set 

[(^ca"1/^1/2)] for a suitable constant c and (16.3) would require that 

a-(2a+2)/(a+l/2) < c a~p 

For this to be true for arbitrarily large a we must have -(2a+2)/(a+l/2) < -p 

or p < (2a+2)/(a+l/2). Since the p of lemma (16.1) does not satisfy this 

inequality, lemma (16.1) fails for this error term. Consequently, the method of [7] 

cannot be used. 
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17. Proofs of theorems (1.1)—(1.3). To prove theorem (1.1) we make the 

change of variables x = cos s and y = cos t and let 

g(t) = f(cos t)(sin t /2) a + 1 / 2(cos t / 2 )^ + 1 / 2 . Then by (2.29) the set E(a) is the 

set of all values of cos s for s in the set D.(a) where 

(17.1) s u p | [ V ; a ' ^ s , t ) g ( t ) d t | > a(sin s/2) a + 1/2(cos s / 2 ) ^ 1 / 2 . 
n>0 I J0 n I 

Furthermore, the conclusion of theorem (1.1) is equivalent to 

(17.2) f (sin s/2)2a+1(cos s/2)2^+1ds 

•S(a) 
< c a - p fT |g(t)|pf(sin s/2)a + 1 /2(cos s / 2 ) ^ + 1 / 2 l 2 _ P 

JO L 

For suitable c, D.(a) is a subset of the set D(a) where 

(17.3) sup [ V ^ V O g W I d t > c a s a + 1 / 2 ( ^ + 1 / 2 , 

ds. 

n>0 J 0 

and it is sufficient to prove that 

(17.4) f s ^ + W ^ d s ^ a - P r i g ( s ) | P [ s Q + 1 / 2 ( ^ + 1 / 2 ] 2 - P d s . 
'D(a) 

For g with support in [0,7r/2], (17.4) was proved in lemma (15.1). For g 

with support in [7r/2,7r] the change of variables s = 7r-u, t = 7r-v and the fact 

that 

(17.5) K ^ V u , - v ) = K(A0>.«(u,v) 

show that (17.4) is equivalent to 
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(17.6) f u 2 ^ V - u ) 2 a + 1 d u < c a " P r i ^ T r - u ) ! ? ^ 1 ^ ^ ) ^ 1 / ^ - ? ^ 
JD0(a) J 0 

2( a) 

where D2(a) is the set where 

(17.7) sup 
n>0 

| K i A Q ) ' W ) g ( ^ v ) | d v > a u ^ 1 / 2 ( , - u ) Q + 1 / 2 -

Since g(7r—t) has support in [0,7r/2], inequality (17.6) follows from lemma (15.1). 

That (17.4) holds for general g follows from these two cases. 

The proof of theorem (1.2) is similar. Let G be the subset of [0,7r] such 

that cos t G H and let g(t) = XG(t)(sin t /2) a + 1 /2 (cos t / 2 ) ^ + 1 / 2 . Then E(a) 

is the set of values of cos s for s in the set D.(a) where (17.1) holds and 

the conclusion of theorem (1.2) is equivalent to (17.2). For suitable c, D.(a) is a 

subset of the set D(a) where (17.3) holds and it is sufficient to prove (17.4). If 

E C [0,1], then G C [0,7r/2] and (17.4) follows from lemma (16.1). If E c [-1,0] 

we again get (17.4) by changing variables and using lemma (16.1). As before, the 

general case follows from these two cases. 

For theorem (1.3) we let g(t) = f(cos t)(sin t /2) a + 1 / 2(cos t/2)^4"1 /2 and 

change variables in the conclusion to get 

?i;K!a '«'W)<it 
(sin s/2) "5+T72 (cos s/2)1 WTJT < c EteL 

(sin s/2) 

where || || is taken over [0,7r]. For f with support in [0,1] this follows 

from lemma (16.4). As before for f with support in [-1,0] a change of variables 

proves the result and the general case follows from the two special cases. 
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18. Norm estimates for p not between the critical values. From theorems 

(1.1)—(1.3) it follows that for p between the critical values 

II n (f,x)|| < c||f|| with c independent of n. For other values of p 

this is not true; we obtain upper bounds as a function of n in lemma (18.11). 

This lemma is the upper bound part of theorem (22.2). It is also needed to obtain 

the lower bound in §20. Throughout this section and §§20-22 we will use the 

notation 

(18.1) 

(18.2) 

and 

(18.3) G(n,p,0) = 

n (g\ - 2a+2 
p l ^ " a+ 0+3/2 

H") ~ a-0+1/2 

( n + 1 ) ( 2 a + 2 ) / p - ( a + 0 + 3 / 2 ) 

[ l o g ( n + l ) ] 1 / P 

1 

[ l o g ( n + l ) ] 1 / P ' 
( n + 1 ) ( « - « + l / 2 ) - ( 2 a + 2 ) / p 

1 

1 < p < p x ( 0 ) , 9 < a+1/2 

P = Pl(9), 9 < a + 1/2 

P l ( 0 ) < p < p 2 ( 0 ) , 0 < a+1/2 , 

p = p 2 (9) , 9 < a + 1/2 

p2{ 6) < p < a>, 9 < a+1/2 

1 < p< OD , 9 > a+1 /2 

Lemma (18.4). If a > - 1 , /? > - 1 , 7 = max(a^), 9 > 0 and 1 < p < 2, 

then 

rTTrrir/2 
("•«) 1 [f |K(^*(.,t)g(t)|dt]1,[.*+-1/2(lM1y»fi/2]^d 

is bounded by 

(18.6) :G(n,p^)P r / 2 | g ( t ) | P t(-+ 1 /2)(2-P)dt , 
J0 
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with c independent of n and g. 

To prove this let I :(s,t) denote the functions defined in the proof of 

lemma (15.1), and as in the proof of lemma (15.1), let H denote the integral in 

(18.6). We may assume that g(t) is nonnegative and that it is 0 outside 

[0,7r/2]. Because of (15.4) and (15.5) it is sufficient to show that 

(18-7) ^J o
T / \ . ( s , t )g ( t )d t pr<^Vs/+1/2i2~p ds 

is bounded by cG(n,p.0)pH for 1 < i < 11 and n > 1. 

Now (18.7) is bounded by (15.8). For i = 3, 8, 9 and 10, (15.8) was shown 

in the proof of lemma (15.1) to be bounded by cH for p = p-,(0), and these 

estimates are valid for 1 < p < 2. It is sufficient, therefore, to consider the cases 

i = 1, 2, 4, 5, 6, 7 and 11. 

For i = 1 (18.7) is bounded by 

f2/n r f7r/2 
n(2a+2)Pprp/>+i/2g(t)dt 

Jo [Jo 
2a+l ds. 

Now use (15.14) to estimate the inner integral and the estimate cH is immediate 

for this part. 

For i = 2 (18.7) is bounded by 

p ( ^ + 1 / 2 ) f 2 / n r f 7 r / 2 . x 

cn r 

JO [J2/11 
g(t)dt P s 2 " + 1 ds . 

Now evaluate the outer integral and use Holder's inequality on the inner integral to 

get the bound 

cnp(a-0+l/2)-2<>-2 H r r 7 r / 2
t ^ ^ - l / 2 - ( a + ^ + 3 / 2 ) / ( p - l ) d t l p - 1 

H 
LJ2/n 
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The exponent of t is less than - 1 ; evaluating the integral completes this part. 

For i = 4 we have 

IP n p ( ^ + l / 2 ) p ^ ^ p t a + l / 2 g ( t ) d t l P s 2 a + l - p ( a + ^ 3 / 2 ) d s 

The inner integral is estimated using (15.14) and the outer integral is computed 

directly. The result is cHG(n,p,0)p. 

For i = 5 (18.7) is bounded by the sum of 

(18.8) 

and 

(18.9) 

:n"P f 
J 

3TT/4 

2/n 

2/n "IP 
t a + 1 / 2 g ( t ) d t l P s 2 a + 1 - P ( 2 a + 3 ) d s 

n-P f3' /4f[ 
J 2 / n LJ 2/n 

a + 1 / 2 g ( t ) d t l P « 2 a + 1 - P ( 2 a + 3 ) ds 

For (18.8) use (15.14) on the inner integral and evaluate the outer integral to get 

an estimate of cH. For (18.9) since p > 1, the exponent of s is less than or 

equal to -2. Hardy's inequality then gives a bound of 

c f37r /4
n-Pg( t )P tP(«+l/2)+P+2a+l-p(2a+3)ds 

J2/n 

Replacing n~P by ft completes this part. 

For i = 6 we get 

(i8.io) C n -* f37r/4rrs/2
S(t)dtips2-+i-p(-+^3/2)ds. 

J4/n U2/n J 
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If p > Pi(#), the exponent of s is less than - 1 . Hardy's inequality then gives 

the bound 

r37r/4 
r gMP n ~ * t 2 " + 1 -P (a+0+ l /2 ) d t 

h/n 

Replacing n ^ by t ^ completes this case. 

by 

If 1 < P < Pi(#) use Holder's inequality to show that (18.10) is bounded 

n~*P r 3 * / 4 r r s / 2 t(< H .1 /2)(2-p)/(l-p)d tlP-1
g2a+l-p(»f ^3 /2 )^ ^ 

h/n U2/11 J 2/ 

The exponent of t is less than - 1 . The exponent of s is -1 if p = p-,(0) 

and greater than -1 if 1 < p < p-.(0). Computing the integrals completes this 

case. 

To estimate (18.7) with i = 7 let a be a number satisfying 

1/p < a < 1+1/p and a < 0+1/p. Applying Holder's inequality to the inner 

integral gives a bound of 

r7T rr2s 

' J 2 / n U s / 2 ( I + | s - t | ) a P 
dt 

r2s p-1 
^n,7(s^)]P ' [i + | s - t | ] a P ^ d t ] P " ^ ^ ^ ^ ( ^ d s 

s/2 

Substituting the value of I » we get a bound of 

enl-apf [f2S fi(t)P
 dtls(^l/2)(2-p)ds 
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Now interchange the order of the integration and compute the inner integral to 

complete this part. 

For i = 11 the procedure is similar to that used for the case i = 1 in 

the proof of lemma (15.1). In place of (15.19) we must show that 

n"*f min(l,nt)a+1/2g(t)<it < c G(n,pJ^)H1/p. 
J0 

The proof is like that of (15.19). We have (15.22) bounded by c G(n,p,^)H1/p for 

1 < p < 2. If p > a ? t " /3 , the exponent of t in (15.23) is bounded below by 

-1 and (15.23) has the bound c H 1 ^ . If p < Iqrjyaj, the integral in (15.23) 

can be evaluated to get the bound cG(n,p,0)H ' p . The rest of the proof is the 

same except that each estimate must be multiplied by G(n,p,0). 

Corollary (18.11). If a > 0 > -1 and 0 > 0, then 

| | ^ a ^ )^ ( f j X ) | | <cG(n,p,0)||f|| with c independent of f and n. 

For 1 < p < 2 this is done as in the proof of theorem (1.1) by splitting the 

integral defining cA a ' ^ ' (f,x) at 0, changing variables, using the fact that 

K^a>$>0(7r-u,7r-v) = K^ , a^ t f(u,v) and applying lemma (18.4). For p > 2 it 

follows from the case 1 < p < 2. by duality. 

19. A polynomial norm inequality. The main result of this section, lemma 

(19.4), is a modification of lemma 4b of [2]. Lemma (19.4) has a weak type p 

norm on the right in place of an ordinary p norm. The proof follows that given in 

[2] but a different interpolation theorem is needed to produce the weak type norm. 

This is lemma (19.1); its proof is like that for a simple case of the Marcinkiewicz 

interpolation theorem. 



CESARO SUMS OF JACOBI POLYNOMIALS 

Lemma (19.1). If a > - 1 , 0 > - 1 , T is a linear operator on L 

| with weigh 

1 < p < OD, then 

[-1,1] with weight (l-x)a(l+xf, HTfll̂  < Allfl^, ||Tf||m < B||f||m and 

HTfl^ <cA1/PB1/P' | |fi |pao 

with c independent of A, B, f and T. 

To prove this let a be positive, define 

ff(x) |f(x)| < a 

W = 

and let f^x) = f(x)-f (x). Then 

[0 |f(x)| > a 

HTfIL <- TOl + l l ^ l l . 

By the hypothesis the right side is bounded by 

Ba + A [ |f(x)|(l-x)Q(l+x)4ix 
|f(x)|>a 

00 

< Ba + A Y 2 n + 1 a f ( l -x^ f l+x^dx . 
n = 0 |f(x)|>2«a 

The right side is bounded by 

00 Ilf(x1llp 

Ba + A J 2 n + 1 a L L i % < B a + Aca^^x)^ . 
n : 0 (2"a)p " p ,m 

Taking a = A ' ^ B " 'p| |f(x)|| completes the proof of this lemma. 
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Lemma (19.2). If a > - 1 , /5 > - 1 , then there are positive integers r and 

N and linear operators T for L on [-1,1] with weight ( l -x) a ( l+x)^ such 

that for n > N T f is a polynomial of degree rn, T f = f if f is a 

polynomial of degree n, ||T f|| < c||f|| and ||T f)^ < cHf^ with c 

independent of n and f. 

This is a combination of theorem 1, p. 467 of [10], plus the fact that for 

0 > max(a,/?) + 1/2 we have | | ^ a ' ^ ( f , x ) | | < c||f(x)|| for p = 1 and 

p = OD. These norm inequalities are included in lemma (18.11). 

Lemma (19.3V If a > - 1 , 0 > - 1 , 7 = max(a,/?) > -1/2 and f(x) is an 

n degree polynomial, then 

||f(x)||m < c C n + l ) 2 ^ 2 ^ ! 

with c independent of n and f. 

To prove this we start with the fact that 

w "J. j i^Wa-yn^)^ Pi w 

By (4.3.3) of [13] and (2.5) we have 

£ c(k+l)7 | | f |L 

k=o ( k + 1 ) 

and the conclusion is immediate. 
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Lemma (19.4). If a > - 1 , 0 > - 1 , 7 = max(a,/?) > -1/2 1 < p < OD 

and h(x) is a polynomial of degree n, then 

HhMI^ < c(n+l)(2T+2)/P||h||pja) 

with c independent of h and n. 

Let r, N and T be as in lemma (19.2); we may assume n > N. By 

lemmas (19.3) and (19.2) 

||Tnf(x)||ffi < c ^ r + l ) 2 ^ 2 ^ ^ ) ^ < ^ n r + l ) 2 ^ 2 ^ ^ ^ 

and by lemma (19.2) 

IIV(x)|L < c||f(x)|L . 

Lemma (19.1) then shows that 

||Tnf(x)||ffi < c(n+l)(2T+2)/P||f(x)||p;0o 

for any f in L . Since T h(x) = h(x) for h a polynomial of degree n, we 

have the conclusion of the lemma. 

20. A lower bound for a norm of the kernel. The main result here is lemma 

(20.2) which gives a lower bound for | |L^ a ' ^ ' (l,x)|| . This along with lemma 

(19.4) will be used in §§21-22 to obtain lower bounds for the Lp norm of the 

operator a^a^^ . 
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Lemma (20.1). If a > (5 > - 1 , a > -1/2, 6 > 0 and 1 < p < *, then 

l |Li°-^ t f (M) | |p<cG(n >p' , t f ) (n+l)( 2* f 2 ) /P '> 

with c independent of n. 

By the converse of Holder's inequality 

n v 

The right side equals 

L i — , U „ p - ^ L (a , / ? )^ ( 1 ) X ) { ( x ) ( 1 _ x ) a ( 1 + x ) / ? d x 

sup ^ ' V . l ) ! < sup |ki^'*(f,x)|| 
=1 l . p , - II l i p / 

By lemma (19.4) the right side of this has the bound 

sup c ( n + l ) ( 2 Q + 2 ) / P ' | k ( ^ ) . V , x ) | | p , 
Pllp ,=l P ' 

for 1 < p < QD. If p = GD, this follows from lemma (19.3); for p = 1 it is 

trivial. Corollary (18.11) then completes the proof. 

(20.3) 

Lemma (20.2). If -1 < 0 < a, 0 < 6 < a+1/2 and 1 < p < p (0), then 

( n + 1 ) ( 2 a + 2 ) / P ' G ( n ) p ^ ) < C | | L ( ^ ) ^ ( 1 ) X ) | | 

with c independent of n. 

The proof is essentially that on pages 174-5 of [2] for the case a = ft and 

p = p (0). We use the fact from (9.41.13), p. 261 of [13], that L ^ a , ^ ( l , x ) 

equals the sum of 



CESARO SUMS OF JACOBI POLYNOMIALS 83 

n _ n I r( g+l)r(n+o+/?+ g+2 ) Y { 2n+a+/?+ £+3 ) P ( a + W , / 3 ) M 

and 

2 a + ^" f l r (a+ l ) r (n+6>+l ) r (n+^4- l ) r (2n+a4-^+2^+3) n 

R = J A ( J ) L | > > ^ ( 1 , X ) , 

where 

A(j) - ( 1) (j) J J 2n+l + a+/?+2+0+i * 
i=l 

By use of (8.21.17), p. 197 of [13], and Stirling's formula we have 

r ( n + 1 )oH?+l/2 l < p < P l ( 0 ) 

"Q I IP " C W l ) ^ 1 / ^ n)1^ p = P i ( * ) • 

Using the definition (18.3) of G, we can write this as 

(20.4) ||Q||p >cG(n,p '0) (n+l) ( 2 Q + 2 ) /P \ 1 < p < P l(0). 

To estimate ||R|| we use the fact that 

L(^),*+J(1)X) = J ak jJ^0),9+l{ltX)> 

k=0 

where 

ak = 

fk+0+1] 
1 k | 

fn—k+j-2l 
1 n-k 1 

n+0+j] 
n 
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Since â  > 0 for j > 1 and ) a, = 1, we have by Minkowski's inequality 
k=l 

OD 

IIRII < I |A(j)| sup||LJ>^+\l,x)| | • p . ^ k<n K p 

Now since each factor in the product in the definition of A(j) has absolute value 

less than 1, we have |A.| < | ( - ) | . Since ) | ( . ) | converges for 6 > 0, we 

can use lemma (20.1) to get 

(20.5) ||R|| < c S U P | | L ( ^ ) ^ + 1 ( 1 , X ) | I < cG(n^ ^ l ) ( ^ l f a ^ ^ ' 
p k<n K p 

From the definition of G l im G(n,p',0+1)/G(n,p',0) = 0. Therefore, (20.4) and 
n->ao 

(20.5) imply (20.3) for sufficiently large n. Since | |L^ a ,^ ,* + 1 ( l ,x) | | > 0 for all 

n, adjusting c in (20.3) will make (20.3) true for all n. 

21. Some limitations of the basic results. Here we show that Tf(x) = 

sup| a^a'P" (f,x)| is not a weak type operator at the upper critical index p by 
n 

showing that sup \\a^^'ellx)\\ is an unbounded function of n. As a 
IWIp-i n p'° 

corollary we also get the fact that sup lk^ (XJ?>X)IL/IIXT?IID
 i s a n 

Ec[—1,1] 

unbounded function of n if p is the lower critical index. It follows from this 

that T is not a restricted strong type operator for this value of p. The question 

of whether T is restricted strong type at the upper critical index is not resolved 

here. At the end of this section we do show, however, that this cannot be decided 

using our upper bounds for the kernel. The basic result for this section is the 

following theorem. 
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Theorem (21.1). If a > - 1 , 0 > - 1 , 7 = max(a,/?) > -1/2, 0 < 9 < 7+I/2 

and p = (27+2)/(r-#+l/2), then 

sup \\a[^\x)\\ > c(log n ) 1 ^ ' 

with c > 0 and independent of n. If 9 = 7+1/2, sup | |cj(a '^(f>x)| | 
II i 1 QQ 

> c log n. 

To prove this we use lemma (20.2) to get 

(log n ) 1 / ? ' < c ( n + i ) - ( 2 T + 2 ) / p | | L ^ J / ? ) ^ ( l x ) | | p ^ 

By the converse of Holder's inequality the right side equals 

c ( n + l ) - ( 2 7 + 2 ) / p sup \\\(a>®>e(l,x){(x)(l-x)a(l+xfdx 

\\%=vU 
which equals 

c ( n + l ) - ( 2 ^ 2 ) / P sup_ k n ^ ) ^ ( f , l ) | . 

This completes the proof if 9 = 7+1/2. If 9 < 7+1/2, then since <r n
a ' ^ ( f ,x ) 

is a polynomial of degree n, lemma (19.4) shows this is bounded by 

= i J c nsup jkn
a^'"(f,x)nPjff l 

„ IIp 

This completes the proof of theorem (21.1). 

Theorem (21.2). If a > - 1 , 0 > - 1 , 7 = max(a,/3) > -1/2, 0 < 9 < 7+1/2 

and p = (27+2)/(7+0+3/2), then 
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jup l ^ - ' ( x P . ) l p > 1/p 

EC[-1,1] llxEllp 

with c > 0 and independent of n. If 9 = 7+1/2, then 

sup ||a.(a./9),^fjX)|| > c i0g n. 
11% = ! 

For 9 < 7+1/2 this follows from theorem (21.1) by the following duality 

argument. The left side of (21.3) equals 

l j l l fW4 a ^ ) , ( ? (X E > x)( l -x) a ( l+x)^dx | 
sup sup 

This is 

EC[-1,1] | | f | |p ,=l IIXEllp 

I \\x^)cr[a'^e{ i,x)(l-xf(l+xfdx\ 
(21.4) sup sup 

| | f | | p ,=l EC[-1,1] ||xEHp 

By theorem (21.1) we can, given n, choose g with ||g|| = 1 and 

(21.5) | k ( a ' ^ ( g l x ) | | p > > c(log n)1/? 

with c independent of n. With the notation 

ME) = f (l-x)a(l+x)/5dx 
'E 

we see from (21.5) that there is an a > 0 such that if A is the set where 

| f f(a '0)'*(g,x)| > a, then aP'^A) > c(log n ) p ' / p . Let Aj be the subset of A 

where a[a'^'8{g,x) > 0 and let A2 = A n Aj. If /^Aj) > /i(A)/2, let 

D = Ap otherwise let D = A^ Then apV(D) > c(log n ) p ' / p and 

(21.6) a >cMD) - 1 /p ' ( log n ) 1 ^ . 
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Replacing f by g and E by D, we see that (21.4) is bounded below 

by 

/ W x ) a ( l - X ) a ( l + x / d x 
rw MD)]J 

Using (21.6) to replace a then completes the proof of theorem (21.2) for 

9 < 7+1/2. For 9 = 7+1/2 a standard duality argument proves the result from 

theorem (21.1). 

Now we will show, as mentioned at the beginning of this section, that the 

upper bounds for the kernel obtained in this paper cannot be used to show that 

Tf(x) = sup|<r^ ' ^ ' (f,x)| is strong restricted type at the upper critical index. 
n 

To do this we change variables to show that T being of restricted strong type is 

equivalent to the statement that for any subset E of [0,7r] 

f* suplf K(Q ' /Ms,t)(sin t / 2 ) a + 1 / 2 ( c o s t / 2 / + 1 / 2 d t 
Jo n UF, n 

is bounded by 

x [(sin s/2)a + 1 /2(cos s /2^+ 1 / 2]2-Pds 

f (sin s/2)2a+1(cos s / 2 ) 2 / m ds . 

If this could be proved from our upper bounds for a > /?, we would have 

TT/2 7r/4r 

0 7 *[2/n,WS) l2s W'' t) t a f l /VHP ' ( t t f l / 2 ) ( S H , ) d ' H s 2 a + 1 ds 
E 

for any subset E of [0,7r/2] where I g is the function used in the proof of 
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lemma (15.1). Taking E = [71-/4,71-/2], substituting the value of t Q and reducing 

the interval of integration for the outer integral we would have 

i: / 8[T^/n,/4,«"-90^1 /HP '< < > + 1 / 2 , < 2-P ,-<-
The supremum is attained at the least n satisfying n > 2/s. Using this fact and 

performing the inner integration, we see that the integral on the left is bounded 
f7T/8 

below by c ds/s. This contradiction completes the demonstration that our upper 

bounds are not sufficient for this problem. Since our upper bound can easily be 

shown to be as small as possible for certain simple cases such as a = /? = 1/2, 

another approach is needed. Presumably, an asymptotic expansion for the kernel 

could be used for this purpose. 

22. Growth of Cesaro means. We obtain here the exact growth rate of the 

Lp norm of the Cesaro mean operator for p outside the critical region. Gorlich 

and Markett obtained the following result in [8]. 

Theorem (22.1). If a > 0 > -1/2 and 0 < 0 < a+1/2, then 

7(<*,/J)A 
n "p 

p ( n ) n(2a+2)/p-(2a+3)/2-0 i P 6 [ 1 > P i ] 

[B(n) n(2*+l)/2-(2a+2)/p-0 , p 6 [ p 2 , m ] 

where | | cn a ' ^ ' || denotes the operator norm from Lp to L p 

p = (4a+4)/(2a+3+20), p 2 = (4a+4)/(2a+l-20) and for any t > 0, 

l im n_tB(n) = 0. 
n->GD 

They also obtained lower bounds for ||cr ' ^ ' || of the same form except 

that B(n) was replaced by a constant. We will prove the following result. 
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Theorem (22.2). If a > /? > - 1 , 1 < p < QD and 0 > 0, then there is a 

constant c such that G(n,p,0) < c\\a^a^y \\ < c G(n,p,0), where G is as 

defined in (18.3). 

The second inequality was proved in corollary (18.11). In the regions where 

G(n,p,0) = 1 the first inequaltiy follows immediately by taking f(x) = 1 since 

then a ^ 0 ^ ' (f,x) = 1 for all n and 0. The result for 1 < p < pJ0) is the 

dual of the result for p2(#) < P < & ; therefore it is sufficient to consider the case 

p2(#) < P < a and 0 < 0 < a+1/2. To prove the lower bound for this case use 

lemma (20.2) to get 

G(n,p,#) < c (n + l ) - ( 2 "+ 2 ) /P | |L ( a >^( l ,x ) | | p , . 

The right side equals 

c ( n + i r < 2 a + 2 ) / P sup k ( a ^ > V , l ) l -
l|f||p=l 

For p < ao we use lemma (19.4) and the fact that ||h|| < ||h|| to get the 

bound 

c n s
{ ; p

= 1
| l < T n a , / ? ) , ^ x ) | | p ; 

for p = OD this bound is trivial. This completes the proof. 
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